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With the increase in the demand for IP (internet protocol) traffic on the internet and
many communication networks in recent past, high-capacity and fast switching routers
and switches have become essential in the backbone of communication networks.
Routers and switches play a very important role of routing signals from one node to
another anode in a network. Their capacity and the speed at which this is performed is
key to achieving the desired performances in current communication networks. Most of
the routers and switches are constructed with a multistage switching fabric at the core
of its switching. The three stage clos network and the Benes networks are such

multistaged switching fabrics. Multistaged switches are organized in such a way that
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several smaller switches in one stage are connected to other switches in another stage to
form a network with larger capacity. Each switch in each stage connects to every switch
in the next stage. Multi staging helps solve the scalability problem that comes with
the crossbar switch. Using a single crossbar switch as a switching fabric does not allow
for scalability as the cross point increases exponentially with an increase in the number

of ports.

The three stage Clos network, usually denoted by C (2, m, r), where n, m and r
represent the number of inputs/output ports of the input/output switches, the number of
middle stage switches and the number of inputs/output switches respectively, has been

one of the most widely used designs in many switching architectures.

This thesis discusses two approaches in improving the performances of the three stage
clos switch. Firstly, the study considers the structure of Clos networks that include
conventional crossbar switch elements which are composed of 2 x 2 basic switching
elements often used in optical switches. The study highlights the fact that crossbar
elements have a number of idle ports unused and discuss how these idle ports can be
used to improve the non-blocking properties of the network. An elaboration on the
non-blocking properties of this network is provided. This work shows that the lower
bound on the value of m for rearrangeably non-blocking switch can be reduced by 25% of
the original clos network when idle ports are used. It has also been demonstrated in this
study that when m = n, the number of rearrangements is reduced to 1 regardless of the
values of n and r. Typical conventional Clos switch require r-I rearrangements in a
worst-case scenario. The work also shows that the number of middle stage switches
required for wide sense non-blocking in Clos network can be reduced approximately by

25% lower than that of the conventional Clos switch.

Secondly, this work discusses the design and implementation of a fast and
hardware-efficient parallel processing algorithm used to set up full and partial
permutations in Benes network. The new design uses parallel and distributed
processing elements for configuring the Benes network. The novel parallel algorithm
can realize full and partial permutations in a unified manner with very little overhead
time and extra hardware. The proposed design reduces the hardware complexity of
processor elements from O(N2) to O(N(og2N)2) due to the distributed architecture. The
distributed architecture also allows for pipelining in the architecture which in turn

reduces the time complexity of processor elements from O((logaN)2) to O(logzN). To
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further reduce the time complexity, asynchronous operation has been introduced in part.
The prototype is implemented in hardware using a field programmable gate array and
the performance is investigated for the switch size of N=4 to 32. Further a fast parallel
algorithm for setting up a three stage clos network in which the component switch sizes
have a power of two is presented. The algorithm is also implemented in hardware using
field programmable gate array and its performance investigated through experiments.
This work reports that the algorithm can operate as fast as the time complexity of
O(logz2N) up to a certain switch size, in contrast to the conventional algorithms which
require a time complexity of at least O((logaN)2). The experimental results demonstrate
that the proposed designs outperform recent methods by several times in terms of

hardware and processing complexities.
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