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# Abstract <br> A study on improving the performances of three-stage Clos networks 

Labson Koloko


#### Abstract

With the increase in demand for IP (internet protocol) traffic on the internet and many communication networks in recent past, high-capacity and fast switching routers and switches have become essential in the backbone of communication networks. Routers and switches play a very important role of routing signals from one node to another in a network. Their capacity and the speed at which this is performed are key to achieving the desired performances in current communication networks. Most of the routers and switches are constructed with a multistage switching fabric at the core of its switching. The three stage Clos network and the Benes networks are such multi-staged switching fabrics. Multi-staged switches are organized in such a way that several smaller switches in one stage are connected to other switches in another stage to form a network with larger capacity. Each switch in each stage connects to every switch in the next stage. Multi staging helps solve the scalability problem that comes with the crossbar switch. Using a single crossbar switch as a switching fabric does not allow for scalability as the cross point increases exponentially with an increase in the number of ports. The three stage Clos network, usually denoted by $C(n, m, r)$, where $n, m$ and $r$ represent the number of inputs/output ports of the input/output switches, the number of middle stage switches and the number of inputs/output switches respectively, has been one of the most widely used designs in many switching architectures. This thesis discusses two approaches in improving the performances of the switch. Firstly, the study considers the structure of Clos networks that include conventional crossbar switch elements which are composed of $2 \times 2$ basic switching elements often used in optical switches. The study highlights the fact that crossbar elements have a number of idle ports unused and discuss how these idle ports can be used to improve the non-blocking properties of the network. An elaboration on the nonblocking properties of this network is provided. This work shows that the lower bound on the value of $m$ for rearrangeably non-blocking switches can be reduced by $25 \%$ of the original clos network when idle ports are used. It has also been demonstrated in this study that when $m=n$, the number of rearrangements is reduced to 1 regardless of the values of $n$ and $r$. Typical conventional Clos switches require $r-1$ rearrangements in a worst-case scenario. The work also shows that the number of middle stage switches required for wide sense non-blocking in the Clos network can be reduced approximately by $25 \%$ lower than the conventional Clos switch. Secondly, this work discusses the design and implementation of fast and hardware-efficient parallel processing elements to set full and partial permutations in Benes network. A new design of parallel and distributed processing elements for configuring Benes network is proposed. The novel parallel algorithm can realize full and partial permutations in a unified manner with very little overhead time and extra hardware. The proposed design reduces the hardware complexity of processor elements from $O\left(N^{2}\right)$ to $O\left(N\left(\log _{2} N\right)^{2}\right)$ due to the distributed architecture. The distributed architecture also allows for pipelining in the architecture which in turn reduces the time complexity of processor elements from $O\left(\left(\log _{2} N\right)^{2}\right)$ to


$O\left(\log _{2} N\right)$. To further reduce the time complexity, asynchronous operation was introduced in part. The prototype is implemented in a field programmable gate array and the performance is investigated for the switch size of $N=4$ to 32 . Further a fast parallel algorithm for setting up a three stage clos network in which the component switch sizes have a power of two is presented. The algorithm is also implemented in hardware using field programmable logic gate array and its performance investigated through experiments. This work reports that the algorithm can operate as fast as the time complexity of $O\left(\log _{2} N\right)$ up to a certain switch size, in contrast to the conventional algorithms which require a time complexity of at least $O\left(\left(\log _{2} N\right)^{2}\right)$. The experimental results demonstrate that the proposed designs outperform recent methods several times in terms of hardware and processing complexities.
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## Chapter 1

## Introduction

### 1.1 Background

Recently, the internet and many communication networks have experienced an exponential rise in the demand for internet protocol (IP) traffic as predicted by the cisco report [1]. This rise in demand is as a result of an increase in real-time services. With this increase in traffic, high-capacity, fast switching routers and switches are needed in backbone communication switching networks. Switching is an important component of any telecommunication system. In a telecommunication system, a switching system provides a means to pass information from one node to another node in a network and therefore is core to any communication system. For example, in earlier days of telephony networks, the role of the switching function was performed by a pair of cables that connected two terminals that needed to connect to each other. As can be seen in fig. 1(a) each terminal had to be connected to another terminal through a single transmission line. As the number of terminals increased to $N$, we see that the number of links increased as $N(N-1) / 2$. This was not viable because these links remained idle most of the time and were only used during a short period of time when a call was generated, hence a central switch was introduced and each terminal only needed a pair of connections to it (figure 1(b)). These local switches were connected to toll switches that enable long distance communications (see figure 1(c))[2].


Source: "Switching and Traffic Theory for integrated Broadband Networks," by J. Hui, Springer US 1990.
Figure 1: Role of a switching function in telephony networks
The general architecture of a switching node is shown in figure 2. A switching system
basically receives signals such as control signals, message signals and forwards them to a desired destination through a central module known as a switching fabric. These switch modules are controlled by a control unit that processes signaling links. (see figure 2).


Figure 2: General architecture of a switching node
In order to meet high capacity and fast switching, lots of research has been devoted to the design and implementation of the switching techniques [3]. Switching has evolved over many years since Charles Clos initiated his classical circuit switching theory in 1953 [2]. An increasing trend towards mega data centers in which the switching architecture proposed by Clos are used has been observed and this has been necessitated in order to support the ever increasing demand for data [4]. The growth in communication brought about the need for interconnecting many transmission links. This was because traffic on these links needed to be multiplexed onto fewer links going to the same location for effective utilization of resources. Secondly, the traffic on these links needed to be demultiplexed to different transmission links going to different locations. A space switch was a candidate for interconnecting such links [2]. A space division switch can be implemented by either an electromechanical or electronic switch. Prior to the advent of time division switching, all telephone and telegraph switching machines were implemented using a variety of space division switching techniques, particularly Strowger (step-by-step) switches and crossbar switches [5].

### 1.2 Switching fabrics

At the core of any switch, is a switching fabric. The switching fabric is made up of basic switching elements (BSE) arranged in a regular and planar structure forming what is known as a crossbar switch (XBS) as shown in figure 3(a). BSEs have two input ports and two output ports. Each BSE can be in either of the two states at a given time; cross state with a switch control bit (SCB) of 1 (figure 3(b)) or bar state with an SCB of 0 (figure 3(c)), hence the name XBS. In the bar state, inputs port 1 and port 2 connects with outputs port 1 and port 2 respectively. This means that the BSE forwards its two input signals from the input ports straight to the two opposite output ports (figure 3 (a)). In cross state, input port 1 connects with output port 2 and input port 2 connects with output port 1 (see figure 3 (b)). BSE are arranged in a square matrix configuration to form larger crossbar switches with multiple inputs $n$ and multiple outputs $m$ [2]. When $m>n$, the XBS becomes a rectangular switch and if $n=m$, the switch is a square XBS. The XBS in figure 3(c) has $n=m=N$ and is therefore an $N \times N \mathrm{XBS}$.

(a) Crossbar Switch (XBS)

(b) Bar State (SCB=0)

(c) Cross State ( $\mathrm{SCB}=1$ )

Figure 3: Single stage architecture of the $X B S$ with $B S E$

The XBS takes its inputs and connects them to any of the $m$ outputs. XBSs are represented as $n \times m$ where $n$ is the number of input ports and $m$ is the number of output ports (figure 3(a)). An XBS is considered to be strictly non-blocking (SNB) switches, meaning that any signal at any input port can be transferred to any output port without colliding or blocking with any existing signals in the switch and its control is very simple. A switching fabric is said to be blocking if there are path assignments which cannot be realized in the switching network. With an increase in the number of ports, the XBS becomes impractical to implement because the cross point requirement increases as nm and when $n=m=N$, then the cross point count becomes $N^{2}$.

### 1.3 Multi-staged Switches

During switching in an XBS, a single cross point in a row or a column is activated. To route a group of signals, several cross points are activated in an XBS. When several XBSs are connected between each other to form larger switches, such switches are referred to as multi-staged switching fabrics. XBSs are multi-staged to provide more routes at a reduced cross point count. Multi-staging has proved to be a good solution to the scalability issue of the XBS and has helped build large switching architectures using small BSEs (see figure 4). These play an important role in any switching devices such as routers and switches. Multistage interconnection networks (MIN) are used in building larger IP routers with higher capacities.


Figure 4: Multi staged architecture of XBS

Charles Clos in 1953 proposed a three stage network which is now known as a Three Stage Clos network (TSCN). The TSCN consists of $r, n \times m$ XBS in the first stage connected to each $m, r \times r$ XBS in the second stage. Each $m$ XBS in the second stage is connected to a set of $r, m \times n$ XBSs in the third stage. A TSCN $C(n, m, r)$ shown in figure 5 is made up of three stages, where $n$ is the number of input ports and output ports in the first and third stage XBSs respectively. $m$ is the number of middle stage XBSs and $r$ is the number of input/output XBSs in the first and third stages. Each of the first stage XBS is connected to the XBSs in the second stage only through a single link. Similarly, each of the second stage XBSs is connected to each of the third stage XBS through a single link. A multi-staged switch scales better than the XBS. An $N \times$ $N$ TSCN has a much lesser cross point count of $N^{1.5}$ than the $N^{2}$ cross point count in a single $N \times N$ XBS [2].
The TSCN has some important properties that make it to be widely used in many


Figure 5: An $N \times N$ three stage Clos network represented by $C(n, m, r)$
communication networks. These properties can be fine-tuned by properly setting the values of $m$ and $n$. A summary of these properties and their values is provided in table 1 below. To obtain the SNB property, set $m \geq 2 n-1$. This is proven as follows; in a

Table 1: Summary of the Properties of the TSCN

| Number of <br> middle switches, $\mathbf{m}$ | property |
| :---: | :---: |
| $m<n$ | Blocking |
| $m \geq n$ | Rearrangeably non-blocking (RNB) |
| $m \geq\left[2 n-n / F_{2 r-1}\right]$ <br> $F_{k}: k-$ th Fibonacci number | Wide-sense non-blocking (WSNB) |
| $m \geq 2 n-1$ | Strictly non-blocking (SNB) |

worst case scenario, if a free port exists at the input port of an input XBS A, we have $n-1$ existing connections that correspond to a set of unreachable number of middle stage switches. Similarly, a free output port exists at the output XBS B, we have the other $n-1$ connections connected through another set of $n-1$ unreachable middle stage switches. To provide a free connection path, Clos showed that an extra middle stage switch (shown in green in figure 6) must be added, hence there must be at least $2(n-1)+1$ middle stage switches. When $m \geq n$ the TSCN becomes RNB. A TSCN can also be wide sense non-blocking (WSNB) if a route can be provided in a network but some rule must be used when setting up a path otherwise blocking may occur later. If the number of middle stage switches is less than $n$ the switch is referred to as a blocking switch since some connection paths cannot be provided in the switch.
Another multistage switching network is the Benes network (BNW). It is a special type of TSCN with $m=n=2$ and is composed of $2 \times 2$ BSEs as building blocks. It has $2 \log _{2} N-1$ stages of which each is made up of $N / 22 \times 2$ switches. The number of inputs and outputs is given by $N=r \times r=2^{n}$. The central stage is composed of two


Figure 6: Strictly non-blocking condition for a worst case scenario with minimum number of middle stage switches required
$N / 2 \times N / 2$. Each of the $N / 2 \times N / 2$ switches are made up of $\log _{2} N-12 \times 2$ BSE (see Fig. 7). In the case where $N=4$, the middle stage switch is composed of $22 \times$ 2 BSE. When $N$ is increased, the center stage can be repeatedly replaced by $N / 2 \times$ $N / 2$ to form a rearrangeably non-blocking (RNB) switch. The total number of switching elements required is $N \log _{2} N-N / 2$.

In an RNB switch, a new path can always be set up between an existing free input port to an existing free output port but already setup paths must be rerouted to accommodate the new path.

Benes and Clos switches with 5,7,9, or more stages can be realized.

### 1.4 Control algorithms

In order to set up connection paths in non-blocking multistage switches, special routing algorithms are required. These are important because they determine the path setup time and the system reliability of the network which are important factors in determining the performance of a switching network. In setting up paths from an input $i$ to and output $j$ in the network, sequential search algorithm with complexity of $O(m)$ per connection is used resulting in a total of $O(N m)$ for a switch size of inputs $N$ as shown in figure 8 . These sequential algorithms have long processing time. Therefore, parallel algorithms which have lower processing time have been introduced. It is a well known fact that


Figure 7: Recursive construction of the Benes network
parallel processing reduces the processing time of a given task [6]. This work seeks to improve the time for path setup in the Benes and Clos network.


Figure 8: Sequential route setup in the TSCN

### 1.5 Outline of this thesis

This dissertation is organized as follows; chapter 2 begins by reviewing the conventional structure and properties of the TSCN. It presents some related works that have been done in the area of structure and properties of three stage clos networks. It also covers the recent works done in routing control algorithms for Benes and Clos networks. Chapter 3 introduces the design and operation of our proposed Clos architecture. It introduces a new design in which conventional XBS are modified in two different ways and applied to designing the new TSCN architecture. The first is the unidirectional modified XBS and the second is the bidirectional modified XBS. Chapter 4 presents the simulation and experimental call setup in the new architecture. Performance results of the new proposed architectures are discussed and reported. Chapter 5 introduces a new emerging design principle options for relatively small-capacity switches. The non-blocking properties of unfolded two stage networks are discussed. In Chapter 6, the design of parallel control algorithms for the Benes and clos networks are presented. The design of parallel and distributed PEs for processing full and partial permutations in BNW is described.
The hardware implementation of the algorithms performed on an FPGA to realize higher speed than the clock rate using asynchronous operation is also reported. Performances of these algorithms are evaluated through experiments. Experimental results of the performances are highlighted in this section. Finally, chapter 7 concludes the dissertation and suggests future works.

## Chapter 2

## Related works/Literature review

### 2.1 Previous clos structure and properties

The clos architecture has been the most practical and cross point-efficient design principle for large switching networks [7]. It has been applied to various types of switches such as space switches [8], time division multiplexed switches [9], packet switches [10] and optical switches [11]. This is because of the non-blocking properties that the TSCN has. Clos networks were at the beginning invented for application in telephone exchange systems. However, recently it has been used in many applications ranging from electrical and optical cross connects which are essential for building communication networks that are economical with highly multiplexed signal links [12]. Clos networks have been classified based on their connecting capabilities. Some have been classified as strictly non-blocking (SNB) network [13], rearrangeably non-blocking (RNB) [14], wide sense non-blocking (WSNB) [15, 16, 17] and repackaged network [18]. In each of the classes, the relationship of the parameters $n, m$ and $r$ have been analyzed. By setting these parameters appropriately, the above properties of the clos network can be realized. The SNB network can be obtained when $m$ is set equal to $2 n-1$. This means that any connection request can be established from the input side of the switch to the output without a specified routing algorithm. In an RNB, a connection request can be made, but existing calls must be rerouted or rearranged to pave way for the new connection request. In WSNB network, a new connection request can be made but a specified routing algorithm must be used in order to avoid blocking in the switch. In a repackable network, any connection is achieved by a repacking algorithm which must ensure that calls are concentrated to some middle stage switch and reduce the load on some other middle stage switches before adding another call to the network [18]. Most of these designs have sought to achieve lower blocking probabilities, increased port count and a lower cross point count within the switch network.

The structure of the TSCN is built based on each of these properties. Since the XBS has been the building block in MIN, it has been studied carefully. In [19], a component efficient design for a parallel optical XBS which utilizes the idle ports as extra input ports and/or output ports was proposed. It was observed that conventional parallel XBSs composed of $2 \times 2 \mathrm{BSE}$ have a significant number of idle internal routes between its idle ports. By utilizing its internal idle routes, it reported a one-quarter decreased switch count from $N^{2}$ to $\frac{3}{4} N^{2}$. Here, the modified architecture was only applied to single and two stage architectures. Because single stage crossbar switch architectures do not fit dilation as their cross point size increases proportionally to the switch size as $N^{2}$, we focus on applying this to the three stage switch architecture. Also two new design examples were proposed which are; unidirectional and bidirectional. If both are utilized in a proper manner, an architecture with better performing non-blocking properties can be yielded. The concept of idle ports was also applied in [20]. Idle ports of a PILOSS switch were used in bidirectional mode. An Si-wire thermosoptic $4 \times 4$ PILOSS switch in which a bidirectional use of a single path-independent-insertion-loss switch for polarized
diversity was proposed. The polarized insensitive switching was realized with a single PILOSS switch consisting of $N^{2}$ as opposed to $2 N^{2}$ element switches.

Two principle two-stage switch architectures both composed of two identical optical XBSs with an extra set of input and outputs were proposed in [21]. The cascaded switches based on the utilization of idle ports and idle internal routes in the XBS were reported. The number of cross points, switch control complexities and key optical performances were compared to known cascaded conventional XBS. In [22, 23] a packet based switch which focused on traffic balancing and congestion management was proposed. The switch is called a Clos Unidirectional Network on chip (Clos-UDN). In comparison to the conventional Clos switch, the whole XBS was replaced by a crossbar-like network on chip (NoC) which operates in a unidirectional mode. The proposed multi hop NoC operated as a crossbar with shorter inter router wires than those in a single-hop conventional crossbar. F. Hassen and L. Mhamdi et.al, [24, 25] suggested a three stage clos network which was based on Multi-directional NoC (MDN central modules). Both of these works replaced the conventional crossbars with MDN modules. MDN modules are modified types of UDN switches with their input and output ports operating in multidirectional mode. The NoC based crossbar modules are expensive. To increase the port count, means having larger NoC modules which ultimately increase the cost of designing them. In a white paper of mentor Graphics [26], the creation and simulation of a 2 $\times 2$ optical switch is illustrated. The switch studied employed a double sided mirror whose movement is controlled by an electrostatic, comb drive actuator. A set of folded springs controls the actuator movement. The mirror slides out to the intersection of two perpendicular alignment grooves and then retracts when actuated. Two pairs of optical fiber emitters sits in the alignment groves. In the cross state, the comb drive is actuated and the mirror sits in the groove at the intersection. The mirror reflects the light beam from left input to direct it to the lower output and from the top to the right sides of the switch. In the through state, the comb drive actuates and the mirror retracts. The light beam from left goes straight and is received on the by the output on the right side of the switch. The top input emits the beam to the bottom output. These works report the utilization of the idle ports in a $2 \times 2$ optical switch. Simulation of this switch was done in S-Edit software to allow for quick assembly.

### 2.1.1 Summary of Contribution

This thesis reports an improved architecture of the TSCN that uses bidirectional XBS. The XBS is modified by utilizing the idle ports. The modified XBSs are applied to the TSCN to form a new architecture. By utilizing the idle ports in the modified XBSs, the non-blocking properties of the new proposed TSCN are investigated through theoretical and computer simulations through examination of additional routes. The total cross point count and the number of rearrangements are also analyzed. This research reports an improved architecture of the TSCN with a reduced number of middle stage switches (figure 9 (a)), reduced cross point count (figure $9(\mathrm{~b})$ ) and a reduced number of rearrangements in an RNB clos network. Parallel processing in BNW is investigated and reported with a reduced processing time(figure 9(c)). The reported technique is then applied to a TSCN to come up with a fast parallel algorithm for setting up paths in a TSCN with a component switch size of a power of two. The algorithms for Benes and Clos networks
are both implemented in FPGA. The experimental results of their complexities which highlight the performance of the design in comparison with conventional methods are reported.


Control complexity

(c) Crosspoint complexity reduction

Figure 9: Summary of objectives of proposed target (a) Hardware complexity (b) crosspoint complexity reduction (c) Control complexity

### 2.2 Recent Benes and clos routing control algorithms

### 2.2.1 Control algorithm in BNW

The BNW is an example of a TSCN. As can be seen in figure 7, the basic building blocks are the $2 \times 2$ BSEs. It corresponds to the TSCN with $n=m=r=2$ and is a RNB network. The BNW provides a unicast connection between N inputs and N outputs where $N=2^{n}$. The BNW comprises $2 n-1$ stages each of which comprises $N / 22 \times 2$ switch elements (SE) [27]. There is a total of $O\left(N\left(\log _{2} N\right)\right)$ SEs, which satisfies the theoretical lower bound of the non-blocking switch complexity [28]. Recently, several parallel algorithms have been investigated to apply the BNWs to high-speed time-division multiplexed systems of the agile responsibility to arbitrary permutations [29]. In 1981, Lev et al. formulated parallel algorithms for Benes and Clos networks based on a mathematical graph theory approach [30]. In 1982, Nassimi and Sahni developed a parallel
algorithm for BNWs based on an engineering (parallel computing) approach [31]. These works were performed concurrently and independently in these two different approaches. Both achieved a time complexity of $O\left(\left(\log _{2} N\right)^{2}\right)$ with completely interconnected parallel computers for full permutations with each input corresponding to a unique output. In several practical applications, some inputs and outputs may not have any connection requests (idle state) on them resulting in what is known as a partial permutation. In this scenario, original parallel algorithms for BNWs suspend processing when an idle connection is encountered. Parallel algorithms for BNW are required to handle such partial permutations efficiently and effectively[32]. To address this issue, two approaches have been suggested. Firstly, in 1995, Lee and Oruc introduced quadruple datasets to match the idle inputs with idle outputs to act as dummy destinations [33]. Once each input is assigned to a unique output, conventional parallel algorithms are then applied and can therefore work effectively. This approach requires a complicated data structure and a considerable pre-processing time. Secondly, in 2002, Lee and Liew proposed an additional merging process which fits in efficiently with the original algorithms [34]. In 2017, the Lee's algorithm was implemented in Field programmable gate array (FPGA) for switch size of $N=8$ to 32 by Jiang and Yang [35]. They reported a well-functioning algorithm but it incurred significant overhead time. For the first stage processing of the parallel control unit (PCU) of switch size $N=16$, which only required four clocks for completion, they reported that it required up to 17 clocks. Their approach which was based on the crossbar-like centralized architecture resulted in an increased PCU hardware requirement of $O\left(N^{2}\right)$ [36]. Prior to their implementation of the Lee's algorithm in FPGA, in 2009 Kai et al designed a PCU to configure BNWs. The design only focused on the first stage of the PCU for BNW of switch size $16 \times 16$ [37]. The approach however employed a distributed architecture rather than a centralized one. This reduced the hardware complexity from $O\left(N^{2}\right)$ to $O\left(\left(\log _{2} N\right)^{2}\right)$. They further suggested that the time complexity can be reduced from $O\left(\left(\log _{2} N\right)^{2}\right)$ to $O\left(\log _{2} N\right)$ using a pipeline architecture suggested by Lee and Oruc. In as much as this algorithm has these advantages, it could not handle partial permutations.

### 2.2.2 Summary of contributions

In this thesis, a parallel algorithm that sets up both full and partial permutations with less overhead time and less additional hardware cost is reported. A PCU with distributed PEs which generates SCB in a pipelined and in part asynchronous manner is constructed in an FPGA.

### 2.2.3 Control algorithms in TSCN

The TSCN requires a setting time of $O\left(N \log _{2} N\right)$ under a sequential algorithm [38]. This processing time is too long for its application in data centers and other communication networks. In order to improve the switching time of the TSCN, several parallel algorithms have been proposed. Lev et al. proposed an $O\left(\left(\log _{2} N\right)^{2}\right)$ algorithm based on the graph theory [30]. Zheng et al. came up with a $O(\sqrt{N})$ algorithm which was based on a distributed pipeline routing architecture [39]. Most of these algorithms have no reports of implementation in hardware. Besides, the full advantage of the switch having the switch
size of the power of two had not been fully taken advantage of in these algorithms. Several parallel routing algorithms for BNW in which the switch size is given by $N=2^{k}$ have already been developed and their hardware implementations in FPGA already reported [37].

### 2.2.4 Summary of contributions

This thesis reports a new parallel routing algorithm for setting up TSCN in which the component switch sizes have a power of two using the above developed BNW for the first time. The algorithm is implemented on an FPGA. The performance of the new algorithm is analyzed and compared with the latest conventional methods.

## Chapter 3

## Design and operation of the proposed structure

### 3.1 Crossbar modification

The XBS is made up of $2 \times 2 \mathrm{BSE}$ which are either in bar or cross state. To route a call in an XBS as shown in fig. 10, the BSE in the second row and third column must change its state to bar. Recently, a modified XBS switch using idle ports to provide an extra set of input and output reported in [40, 41]. The reported modified XBS single-stage architecture has a drastically reduced cross point count and a simple routing algorithm. The modified XBS is derived from a Conventional XBS which has idle ports on the top and the right side as shown in figure 10 .


Figure 10: Conventional crossbar (XBS) Switch with idle ports
The idea is to utilize these idle ports to provide additional routes in the XBS without increasing the cross point count. Two types of modified XBS one with unidirectional and the other with a bidirectional mode were reported in [21]. These are shown in fig.11.

The unidirectional mode of figure 11 (a) is modified in such a way that the top ports are used as extra inlets and the idle ports on the right are used as extra outlets. The direction of travel of the signal in this switch is such that it moves from left inlets to the right outlets and/or left inlets to right outlets turning to bottom outlets. The signal can also travel from either top to bottom outlets or from top towards bottom and turning to the right outlets. This is considered as unidirectional switch because its either left to

(a) Unidirectionally modified XBS

(b) bidirectionally modified XBS

Figure 11: Two possible types of XBS modification (a) Unidirectional modified (b) bidirectionally modified
right or top to bottom or left to right going bottom or top to bottom going right.
The bidirectional one shown in figure 11 (b) is modified by using the right side idle ports of the XBS as inlets and the top ones as outlets. Signals can travel from left towards right turning to the lower outlets and can also travel from the right side going towards left turning to the upper outlets. Because of this direction of travel in both right and left directions by two different signals, this switch is referred to as bidirectional switch. These two types of XBS are applied to the TSCN in order to provide additional internal routes without increasing the size of XBS which, in turn yields a smaller number of XBSs, reduced cross points and a reduced number of rearrangements in RNB switches.

### 3.2 Application of XBS to TSCN

The modified XBSs are used to design a new TSCN architecture. Firstly, a special case of a bidirectional modified TSCN is described in which the number of rearrangements are reduced to only one regardless of $n, m$ and $r$ at a negligible cost of extra crosspoints. The non-blocking properties of the TSCN such as the SNB, WSNB and RNB depend on the number of middle stage switches $m$. It has been observed that by adjusting this parameter appropriately, the properties of the TSCN are also changed. The proposed design reported in this thesis focuses mainly on the middle stage XBSs.

### 3.2.1 Bidirectional TSCN

The proposed general architecture of the modified TSCN using modified XBS is as shown in figure 12 below. The proposed architecture has three stages similar to the conventional TSCN. Each stage is composed of XBSs represented by $I_{\mathrm{x}}, M_{\mathrm{y}}$ and $O_{\mathrm{z}}$ with $(1 \leq x \leq r$, $1 \leq y \leq m, 1 \leq z \leq r)$. The input stage XBS $I_{\mathrm{x}}(1 \leq x \leq r)$ are $n \times 2 m$ ordinary XBS
and its outputs $2 m-1$ and $2 m$ are connected to the left and right side of the middle stage XBS respectively. Similarly, the third stage also is composed of $2 m \times n O_{z} \mathrm{XBS}$. Their inputs $2 m-1$ and $2 m$ may simultaneously receive signals from the middle stage switches. The total number of cross points in the input and output stages become twice as large as the conventional TSCN. However, the number of middle stage switches is reduced drastically. The middle stage has $r \times r$ bidirectional XBS with extra sets of $r$ inlets and $r$ outlets. It should be stressed here that each of the first stage $I_{\mathrm{X}} \mathrm{XBS}$ provides two links to each of the rows of every $M_{\mathrm{y}}$ middle stage XBS. The columns of a modified XBS are used as outputs and feed to the inputs of the XBS in the next stage. The proposed structure also provided two links from each of the $M_{\mathrm{y}}$ to each $O_{\mathrm{z}}$. For example, two signals from $I_{\mathrm{r}}$ can both be routed through the M1 XBS to any two third stage XBSs. The two signals may simultaneously coexist in a single row of middle stage XBS. In a conventional TSCN, only a single link is provided between each switch in each stage.


Figure 12: Two possible types of XBS modification
The utilization of idle ports introduces additional routes and therefore more than one signal from each XBS in one stage can be routed to another XBS in another stage. The other special design is as shown in figure 13. In this design the middle stage is composed of $m=n$ modified XBS used in bidirectional mode. Each first stage is composed of ordinary $r n \times n$ XBSs. Each of the output from the first stage is fed either to the left or right inlet of the middle stage switch through a
$1 \times 2$ switch. At the second stage, it is switched to the third stage from the top outlets of the switch. The wiring pattern of the inlets at the left side and outlets at the bottom
sides is the same as that in a conventional XBS of the TSCN.


Figure 13: Special configuration with $m=n$ middle stage switches

The signals are then fed to the third stage switches through a $2 \times 2$ BSE. As a result of the $1 \times 2$ switch in the first stage, only a single connection request from the first switch in the first stage to the first middle stage switch occupies a row of the middle stage switch although it has two inlets at the end of each of its rows. Therefore, only a single signal is allowed to travel along the row of the middle stage switch either from the left side going right or entering to the right side going left. This prevents row blocking from occurring in any row of the second stage of the TSCN. However, blocking can occur when two input signals from different input switches are destined for an identical switch. As can be seen when the signal indicated in blue seeks to connect to the upper side in the first column, blocking may occur with the green signal which is already destined for the bottom output in the same column. This is further illustrated in figure 14a, i.e., if a signal from a lower input switch on inlet $I 3$ is fed to the right side, and its destination is $O_{3}^{\prime}$, we see that blocking can occur in the column since another signal from input switch on inlet $I 1$ is already occupying the column. This is known as column blocking. As can be seen in figure 14b, this kind of blocking can easily be resolved by exchanging a pair of routes to other switches after a conventional rearrangement control. The blocking that occurs here is resolved by diverting the existing connection to an alternate route through the same column swapping only a single pair of routes. This limits the number of rearrangements in the proposed $C_{\mathrm{B}}(n, n, r)$ to only a single rearrangement. Therefore it requires at most a single rearrangement regardless of $n$ or $r$. therefore the number of rearrangements $R_{B}(n, n, r)$ is expressed as

$$
\begin{equation*}
R_{B}(n, n, r)=1 \tag{1}
\end{equation*}
$$



Figure 14: Column Blocking and blocking resolution

The second case of the bidirectional TSCN has a reduced number of middle stage switches. In this design (figure 15), Each input to the first stage-switches $I_{x}$ has a $1 \times 2$ switch to route the signal either to the left or to the right side of the switch. The extra unused ports on the right side of the switch are used as extra inlets and the top ports as extra outlets. The output signal of the first stage switches is tapped from either the top or the bottom depending on the side the signal entered from. The signal entering through the left side of the XBS can travel to the bottom outlet while the signal entering through the right side can travel to the upper outlet. A pair of column outlets of the first stage are fed to the same row of each of the second stage switches. The upper outlet is fed to the left side of the middle stage XBS and the bottom outlet to the right side of the middle stage switch. Similarly, the column outlets of the second stage switches are fed to the third stage switches through $2 \times 2$ BSE which distributes and exchanges the signal in the third stage. In the third stage, the output ports are equipped with $2 \times 1$ BSE to select the appropriate route from where the signal is emanating. The use of idle ports in this proposed design allows each of the first stage switches to route at most two signals to the same middle stage switch.

Consider a conventional TSCN $C(n, m, r)$ with $n=4, m=4$ and $r=4$. In this switch, we require a minimum of $m=n=4$ middle stage switches to connect all $n=4$ inputs from a single XBS, i.e. for the switch to maintain RNB properties. Since blocking has been avoided in the first and third stages, we focus mainly on the routing of calls in the middle stage switches only. This premise is also based on a well-known fact that the properties of the TSCN is mainly dependent on the middle stage switches. In a conventional TSCN, two calls from the same first stage switch cannot be switched to the third stage through the same middle stage XBS. We also see that two calls originating from two different first stage switches need at least two rows and two columns in a single middle stage XBS to be switched to the third stage. This means a total of 2 rows and 2 column resources are used up in a single XBS to route two calls as can be seen in Fig. 16(a). The bidirectional TSCN represented by $C_{B}(n, m, r)$ allows for two calls coming from the same input stage XBS to be routed to the third stage through the same middle


Figure 15: bidirectional modified TSCN with $1^{\text {st }}$ and $3^{\text {rd }}$ stage modified
stage XBS because it has additional inlets and outlets. Two calls from two different first stage switches headed for the same destination switch in the third stage can use two different rows but will share a column. This will use up 2 rows and a single column (3 resources) (see Fig. 16b). Similarly, two calls coming from the same first stage switch can share a row to reduce the resource requirement to 3 resources (see Fig. 16 c). A special case where two calls from the same first stage switch headed for the same third stage switch will share a row and a column resulting only in using 2 switch resources (see Fig. 16d).


Figure 16: Sharing of rows and columns by a pair of connections in XBS

Let us see how the sharing of rows and columns in the proposed TSCN $C_{B}(n, m, r)$ allows routing $n=4$ inputs through $m<n$. Consider routing all calls from the first stage switch to the last switch of the last stage i.e. input SW 1, 2, 3, 4 to output SW 4, 3, 2, 1 respectively.


Figure 17: Routing $n$ calls using $m<n$ middle stage switches

As can be seen in figure 17 , the first $n-1$ calls can be routed through the first three middle switches. The remaining call can be routed through any of the available routes indicated by dotted lines in any of the three middle stage switches shown on the right side. The above demonstrates that to route $n=4$ inputs from any first stage switches, a minimum of 3 middle stage switches is required. The conventional TSCN requires a minimum of 4 middle stage switches to route $n=4$ from each of the first stage XBS. It has also been demonstrated that the row/column resource usage reduces to three quarters. Though the conventional TSCN requires 4 row/column resources, based on the above, we hereby make a proposition that the minimum number $m_{L}$ of middle stage switch resources required to route $n$ inputs of each of the first stage XBS becomes as follows:

$$
\begin{equation*}
m=\left\lceil\frac{3 n}{4}\right\rceil \tag{2}
\end{equation*}
$$

for the bidirectional TSCN. The $\lceil x\rceil$ denotes the ceiling function which is to say the value of the least integer greater than or equal to $x$.

### 3.3 Proposed Unidirectional TSCN

The proposed structure of the unidirectional TSCN $C_{u}(n, m, r)$, just like the bidirectional TSCN is composed of three stages. The first stage XBSs are represented by $I_{x}$, middle stage switches $M_{y}$ and third stage switches by $O_{z}$ with $x, y$ and $z$ as described earlier. The first stage XBS have been modified to have inputs at both the left and the right side. Each input to the XBS is first fed through a $1 \times 2$ SE which can divert the input signal to either the left or the right side. This avoids row blocking from occurring in the first stage. The outlets are taken from the top and bottom of the switch. Each top outlet is then fed to the top inlet of the middle stage XBS and the bottom outlet is fed to the left side of the middle XBS switch as shown in Figure 18. At the second stage, each of the $r \times r$ XBS uses the left and bottom side of the switch as inlets and outlets respectively. The extra top inlets and right outlets are used as additional inlets and outlets respectively. The top inlets and right outlets provide additional routes in the XBS without additional cross points. The direction of travel of signals in this switch is from left to right (forming a straight through connection) or (left to bottom forming a rectangular route) and top to bottom or top to right (rectangular route). The general direction of signal travel is one way from top to bottom or left to right and/or top bottom going right or left to right going bottom. This is referred to as unidirectional as was described above in section 3.1 figure 11(a).


Figure 18: Proposed Unidirectional TSCN
The XBS in the third stage are bi-directionally modified with inlets at the left and right sides and outputs at the bottom and top side of the switch. The outlets of the second stage XBSs are fed to the third stage XBS via a $2 \times 2 \mathrm{BSE}$. These $2 \times 2 \mathrm{BSE}$ allows the two signals to access either sides of the XBS in the third stage. The outputs to the third stage are connected through $2 \times 1$ BSEs at the top to select the signal either from the top or from the bottom part of the XBS. Similar to the bidirectional TSCN,
the extra routes provided in the unidirectional switch allows two connection requests to share a row or a column in one XBS. If we assume two connection requests coming from two different switches. If the destination of the request from the left side is equal to the source port of the second request from the top, and provided the destination of the request from the top is less than the source port of the request on the left side, the two requests will share a column. If the destination switch of the request from the top is the same as the source switch of the request from the left, provided the destination of the request on the left side is less than the source switch of the top request, the two requests will share a row. If the destination of the request on the left is the same as the source port, and the output on the left is free, then a straight through connection is made. The straight through case only requires a single row and a single column for the two calls.

Similar to the bi-directional switch, as can be seen on the right side in figure 18, 4 inputs from the first stage XBS can be routed using only 3 middle stage switches. 3 of the inputs will be routed using the solid lines while the remaining fourth connection will be routed through any of the three switches using any of the dotted routes. There is a resource reduction in the number of middle stage switches required to route $n$ inputs to use only $\frac{3 n}{4}$ compared to that of $m=n$ in conventional Clos. In a conventional TSCN, when the minimum number of middle stage switches $m=n$, it becomes an RNB network and the number of rearrangements is represented as $r-1$ in a worst case scenario [42]. These rearrangements are confined within a pair of middle stage switches [43]. In the bidirectional TSCN with $m_{L}<n$ (where L stands for lower), every middle stage switch can accommodate up to $\frac{4}{3} r$ connections. Due to additional routes in the modified TSCN, during rearrangement, the call rearrangement is not confined to only a side of a pair of middle stage switches but has options of being routed to the other side of inlets in any other middle stage switch which has free idle ports and internal routes. Therefore, the number or rearrangements in the proposed $C_{B}(n, m, r)$ is expressed as follows:

$$
\begin{equation*}
R_{B}\left(n, m_{L}, r\right)=\frac{r}{2}-1 \tag{3}
\end{equation*}
$$

The detailed derivation of equation 3 is given in section 4.2 of summary of simulation results.

### 3.4 Wide-sense non blocking

As observed above, the sharing of row/column resources reduces the minimum value of $m$ to maintain RNB properties for both unidirectional and bidirectional TSCNs. By increasing $m$, just like in conventional TSCN, both the WSNB and SNB TSCN types can be realized. In order to maintain the SNB property in the proposed TSCN, the row/column pairing must be followed. Because of this, the minimum $m$ that requires no rearrangement becomes WSNB. Based on the conventional SNB TSCN, the minimum value of $m$ for the proposed WSNB is derived. As was discussed in figure 6, conventional SNB TSCN require a minimum number of middle stage switches to maintain SNB properties given by the equation 4 below;

$$
\begin{equation*}
m=2 n-1 \tag{4}
\end{equation*}
$$

From fig. 19 below,it can be seen that $n-1$ inputs of switch A are connected to the
third stage through $n-1$ middle stage switches. Similarly, $n-1$ outputs of switch B in the third stage are connected through a different set of $n-1$ middle stage switches. In order to route a connection request from the idle port of the first input switch A to the idle output of the third stage output switch B, an extra middle stage switch is necessary for maintaining SNB property.


## Proposed switch require

$$
\begin{aligned}
& \left(\frac{3}{4}\right) \text { th of the resources } \\
= & \left(\frac{3}{4}\right)(2 n-2)
\end{aligned}
$$

Add $3 / 4$ of the switch or roughly 1 switch $S N B: m=\frac{3 n}{2}-\frac{3}{2}+1$ $\therefore m \geq\left\lceil\frac{3}{2} n\right\rceil+1$

Figure 19: Derivation of the proposed lower limit

The proposed structure reduces each set of the middle stage switches to $m_{L}$ as in eqn. 2 . Therefore, to route all the calls, the number of middle stage resources reduces to three quarters. Therefore, we need $\frac{3}{4}$ of the total resources used in a conventional TSCN. Therefore, the WSNB condition for the proposed structure becomes

$$
\begin{equation*}
m=2\left\lceil\frac{3}{4}(n-1)+1\right\rceil \Rightarrow m=\left\lceil\frac{3 n}{2}+1\right\rceil \tag{5}
\end{equation*}
$$

where the equality holds when $n=2 d(d=1,2,3, \ldots)$. the $m_{W S N B}$ is smaller by about $25 \%$ in comparison to the $m_{S N B}$. The proposed architectures require a certain control algorithm to maintain the row/column sharing of call set up. The details of the algorithm are discussed in the next chapter.

## Chapter 4

## Simulation setup and experimental results

In order to test the non-blocking performance of the proposed TSCN switches, simulations were run using c programming. The methodology employed in this study involves building simulation models of the proposed switch using C programming. The nonblocking performance of bidirectional TSCN through simulation of call connection and disconnection is examined. The number of middle stage switches that determine the nonblocking properties was observed in relation to blocking that occurred in the simulation. Since no blocking can occur in first and third stages as was described in section 3.2.1, the simulation focused on the connection requests arriving at the middle stage switches. Two dimensional data arrays were used in representing the connections at every inlet as $I[s][k]$ and outlet as $O[s][k]$ of each XBS. The first dimension represents the XBS number of middle stage switches $s,(1 \leq s \leq m)$, while the second dimension represents the inlet or outlet number of the XBS $k,(1 \leq k \leq r)$. The second dimension was set to twice the number of inlets and outlets meaning that for each XBS, there are twice the number of inlets coming from the first stage switches and twice the number of outlets going to the third stage switches. This was implemented by using four two dimensional arrays, two for the inlet side of the switch, $I 1$ and $I 2$ and two for the outlet side of the same switch, $O 1$ and $O 2$. The details of this simulation implementation are described in the next section and are summarized in the flow chart of figure 20.


Figure 20: Flow chart of the simulation process

### 4.1 Simulation flow in Bidirectional TSCN

The simulation was performed in Microsoft Visio studio 2010 IDE. The parameters for the bidirectional switch were set as follows; The inlets on the left side of the XBS were represented by the array $I 1[s][k]$ and the right side inlets as $I 2[s][k]$. The bottom outlets as $O 1[s][k]$ and the upper outlets as $O 2[s][k]$. This is represented in figure 21 below.


Figure 21: Simulation of the XBS in $C$ programing
A connection request was represented by a source port Pt 1 to a destination port dest1. Similarly, a second source port as Pt2 and destination port dest2. The number of input ports per switch was set as $n$ which was set equal to the value of $r$ and the number of middle stage switches set as SW. These parameters were manually set before the simulation was compiled and run. The value $n$ was set to an even number for simulation purposes.

## (i) Initialization

As shown in the flow chart of figure 20, the procedure starts with initialization of all arrays to show that no initial connections exist in the switch. This was done by setting the idle state of all the inlets and outlets of the XBS to a value of -1 . In the simulation, the value -1 means no connection exists at a specific inlet or outlet of the switch, for example, as shown in figure 22, all the ports are empty.
(ii) Call setup

Next, an initial $100 \%$ call setup was performed by assigning the inlets of the XBSs with the destination outlets numbers and also linking the outlets with the source inlets. i.e. to say the content of the outlets $O 1[s][$ dest 1$]$ are set to the inlet port 1 and the contents of the inlets $I 1[s][p t 1]$ are set to the destination dest1. In this simulation, a $100 \%$ load call setup was assumed. This is because the compact connection pattern as discussed earlier in 3.2.1 is suitable for imposing a worst case scenario. The connection requests were set up so as to maximize the row/column sharing as shown in figure 23. Note that only $n / 2$ middle switches were used for this.
(iii) Disconnection

Next, an arbitrary pair of connections was selected and disconnected. The random function $\operatorname{rand}()$ in c programming was used for this. This was done by first selecting a random switch $(w=\operatorname{rand}() \% S W)$ from which to make the first disconnection, then a random side of that switch $(d=\operatorname{rand}() \% 2)$ to disconnect the call from and then the actual call


Figure 22: Initializing the XBS to idle state


Figure 23: Simulation of the XBS in $C$ programing
to disconnect $(t=\operatorname{rand}() \% N)$, where $w$ is the randomly selected switch, $d$ is the side limited to two sides only and $t$ is the actual connection to disconnect. If a random side $d=0$ was selected, it meant that the disconnection was performed on the left side of the switch. The content of $I 1[w][t]$ must be assigned to dest1 as $I 1[w][t]=$ dest 1 with input port as $P t 1=t$ and side $1(s d 1=d=0)$. The corresponding inlets and outlets must be reset to a value of -1 to represent that a disconnection has been performed i.e. $I 1[w][p t 1]=-1$ and $O 1[w][$ dest 1$]=-1$ as shown in figure 24 . This procedure was repeated for the second disconnection assigning the respective values accordingly, with $s d 2=1, P t 2=t$ and dest $2=I 2[w][p t 2]$. In the second disconnection, a random side $s d=1$ corresponding to a right side was generated.
(iv) Reconnection

After disconnections, the destinations were swapped and an attempt to reconnect the two new call requests was made one after the other. The algorithm began first by searching for an available route for the first request and if it successfully found the route, it sets it up and went on to search for the available route for the second request. The algorithm searches for the route for the second request in the same manner as the first. Once successful, the second request completes and the procedure repeats for a different


Figure 24: Disconnection of a random pair in an XBS
random pair. Several route conditions to avoid blocking were set carefully. During call setup, the highest priority in the bidirectional switch was to search for routes that sought to pair calls in either rows or columns so as to use the switch resources efficiently. Two parameters were defined $C[s]$ and $R[s]$ to represent the number of pairs formed in columns and row directions respectively in the $s$-th XBS. An idle route is sought in sequence. At the middle stage switch $s, C[s]$ and $R[s]$ are compared. If $R[s]>C[s]$, an idle route is sought in the column direction to achieve a balance between $R[s]$ and $C[s]$. If $C[s]>R[s]$, an idle route is sought in the row direction to increase $R[s]$. If $C[s]=R[s]$, the algorithm skips $s$ to $s+1$. If the routes cannot be found in which a row or a column pair cannot be formed, then and only then should a search for other available routes with no row/column pair condition can be performed. These conditions are used in searching for routes on both the left and the right sides.If there is a row occupied and the connection request's destination does not interfere or cause blocking with an existing call in the row, then set up the call through this row and form a row pair. This is illustrated in figure 25.


Figure 25: Initializing the XBS to idle state
If a row pair cannot be achieved, search for a column pair in a similar manner. If there are no free rows or columns to form row/column pairing, then the call is set up using a default search, which does not necessarily search for row/column pairs. If all the conditions to search for the routes are not met, it was concluded that no route is found
in the switch and blocking happened and the route setup procedure ends in a failure and it displays the loop at which blocking occurred. Once blocking is detected, the number of middle stage switches was increased and the procedure repeated. The detailed path search for setting up the first and second calls is summarized in a more detailed flow chart of figure 20 (b). Although the path search algorithm requires several runs through a search for an available route through each middle switch, the complexity for setting up a connection is the same as that of a conventional SNB TSCN of $O(m r)$. In the simulation, $m$ was varied for several pairs of fixed $n$ and $r$ to check the point at which blocking in the bidirectional switch stopped occurring. The maximum number of loops used was set to $1 \times 10^{14}$ for each setting of $n$. This value is sufficient to test all the necessary call attempts for non-blocking because it was observed that blocking for the conventional TSCN $C(n, m, r)$ was detected within the loop-counts of $1 \times 10^{10}$ as shown in figure 26. The dotted lines in the figure represents the point at which blocking was no longer detected in the corresponding switch. Figure 26 shows the loop count at which blocking was detected vs number of middle stage switches. The vertical dotted lines correspond to a point at which blocking stopped in the respective curves representing different switch sizes. $m$ was increased further until no blocking occurred for a maximum number of loops.


Figure 26: Simulation results of the conventional Clos network

$$
m=\frac{3}{2} n+1
$$



Figure 27: Simulation results of the proposed architecture

### 4.2 Simulation and experimental results

The results in figures 26 and 27 shows a summary of the simulations performed. As can be seen in figure 26, blocking in the conventional TSCN occurred all the way until $m=$ $2 n-2$. When the number of middle stage switches reached $2 n-1$, the dotted lines, blocking ceased. For example, when $n=8$, blocking occurred up until $m=14$. However, at $m=15$, no blocking occurred. In the proposed TSCN, blocking continued to occur up until the number of middle stage switches $m$ was $\left\lceil\frac{3}{2} n\right\rceil$. Blocking stopped when the number of middle stage switches reached $\left[\frac{3}{2} n+1\right\rceil$. For example, when $n=6$ and $m=10$, no blocking occurred. However, blocking occurred at all points lower than $m=10$. Each dotted line corresponds to a point at which blocking ceased for the respective values of $n$. In summary, equation 5 holds as a test for the WSNB condition. Equation 2 was also indirectly verified because equation 5 was derived from equation 2 which was based on the row/column sharing scheme. The performance of the conventional, bidirectional TSCN is summarized in the table 2 with respect to $m$, the number of rearrangements, total number of cross points and the differential number of cross points to $c(n, m, r)$. The number of cross points are calculated in an $n \times m$ XBS as $n m$. The number of crosspoints in the first, second and third stages in $C(n, m, r)$ are calculated as $n^{2} r$, $r^{2} n$ and $n^{2} r$ respectively. The resulting total number of cross points in $C(n, m, r)$ is $2 n^{2} r+r^{2} n$ which is $N(2 n+r)$ as shown in table 2 , here $N=n r$. Several values in the table 2 were approximated in order to clearly observe the difference in performance
at a glance. There is a clear performance trade off relationship between the number of rearrangements and the total number of crosspoints. For example, the conventional $C(n, m, r)$ has $r-1$ rearrangements but has a minimum number of crosspoints, while the special case of the $C_{B}(n, m, r)$ and $C_{U}(n, m, r)$ only has a single rearrangement at an increased crosspoint count. The bidirectional $C_{B}(n, m, r)$ and unidirectional $C_{U}(n, m, r)$ achieves no rearrangements at an increased crosspoint count at the first and third stages while they have a smaller number of crosspoints in the middle stage switches. It is clear from the graph in figure 27 that the number of middle stage switches are reduced by $25 \%$ in the proposed TSCN in comparison to those in the conventional TSCN due to row/column sharing. A new lower bound of $m=3 n / 4$ for maintaining rearrangeably non-blocking property capability has been proposed. This is much smaller than the conventional TSCN.

In terms of rearrangements, consider a fully loaded conventional RNB TSCN as shown in figure 28. If a pair of calls in $M_{j 1}$ and $M_{j 2}$ disconnect as shown in dotted lines, and an attempt to establish a new connection from $I_{r}$ to $O_{k}$ is made as indicated in blue line, blocking occurs. It is therefore necessary to perform some rearrangements in order


Figure 28: Worst case blocking and need to rearrangement
to provide a route for this connection. These rearrangements are restricted to the two middle stage switches. The conventional XBSs only use a single side as inputs. The rearrangement can be performed by sending the call to be rerouted to the other switch and if blocking occurs in the second switch, then the existing blocked call is rerouted to the initial switch and the procedure repeats until all connections are established. As can be seen in figure 29 , the call tries to set up (in red) in sw1, the existing call is sent to sw2 in which blocking occurs with another call with a similar input. The call is sent to the other switch and there is no blocking that occurs. We see that the total number of connections are given by $2 r-1$ and the number of rearrangements is less than or equal to the number of existing calls and is given by the equations with the figures below. The total number of connections is equal to $2 r-1$ Therefore, the number of rearrangements


Figure 29: Rearrangement process in conventional TSCN
needed becomes

$$
\begin{align*}
C_{1}+C_{2} & \leq 2 r-1 \\
2 \min \left(c_{1}, c_{2}\right) & \leq 2 r-1  \tag{6}\\
\min \left(c_{1}, c_{2}\right) & \leq r-1
\end{align*}
$$

In the proposed architecture, the modified XBSs have extra inputs on the right (in the bidirectional) and at the top (in the unidirectional) SW. So during a rearrangement, calls can begin rearranging within the first switch before they are taken to the second switch. For example in a bidirectional sw, if blocking happens on the left side in one switch, existing connections can be rerouted to the right side of the same switch. And if blocking continues, the existing blocked call can be taken to the second switch which also has two sides. This procedure is repeated until all the calls are rearranged and reconnected successfully. This procedure is represented in figure 30 .
As can be seen in figure 30, the total number of rearrangements can be derived and becomes;

$$
\begin{align*}
& c_{1}+c_{2}+c_{3}+c_{4} \leq 2 r-1 \\
&=4 \min \left(c_{1}, c_{2}, c_{3}, c_{4}\right) \leq 2 r-1 \\
&=\min \left(c_{1}, c_{2}, c_{3}, c_{4}\right) \leq r / 2-1 / 4  \tag{7}\\
& \cong \min \left(c_{1}, c_{2}, c_{3}, c_{4}\right) \leq r / 2-1
\end{align*}
$$

Figure 31 show the number of rearrangements in the conventional and proposed method. Based on the column and row sharing of the method, the proposed architecture has a reduced number of rearrangements. As can be seen in the orange curve, the reduction


Figure 30: Rearrangement process in proposed architecture
in the number of rearrangements is about $50 \%$ compared to those in the conventional architecture.


Figure 31: comparison of the number of rearrangements in conventional and proposed architecture

Table 2 shows a summary of the performance of the conventional three-stage Clos and the proposed architecture. The table compares the number of middle stage switches required in the SNB, RNB conventional and proposed three-stage Clos network. The table also shows the number of rearrangements in the RNB switches of the proposed and three stage architecture. A generalisation of the total cross points count and a reduction in the crosspoint counts in the SNB and RNB and also a shown.
The graph in figure 32 shows the crosspoint comparison of the conventional three stage Clos network and the proposed architecture. The decrease in the crosspoint count be-

Table 2: Summary of switch performances for conventional and proposed unidirectional and bidirectional TSCN

| Type of <br> TSCs | Middle <br> stage SWs | Re - <br> arrange <br> ments | Total <br> cross points | Reduction in <br> cross points from <br> conventional TSCN |
| :---: | :---: | :---: | :---: | :---: |
| Clos SNB | $2 n-1$ | 0 | $2 N(n+r)$ | 0 |
| Prop. <br> Clos SNB | $\left\lceil\frac{3}{2} n\right\rceil+1$ | 0 | $N\left(2 n+\frac{3}{2} r+3\right)+r^{2}$ | $\frac{r}{2} N-3 N+r^{2}$ |
| Prop. <br> Clos SNB <br> With $n \times 2 n$ | $\left\lceil\frac{3}{2} n\right\rceil+1$ | 0 | $N\left(4 n+\frac{3}{2} r\right)+r^{2}$ | $\frac{N r}{2}-2 N n-r^{2}$ |
| Clos RNB | $n$ | $r-1$ | $N(2 n+r)$ | 0 |
| Prop. RNB | $\frac{3}{4} n$ | $\frac{r}{2}-1$ | $N\left(2 n+\frac{3}{4} r+3\right)$ | $N\left(\frac{r}{4}-3\right)$ |
| Prop. RNB | $n$ | 1 | $N(4 n+r)$ | $-2 N r$ |
| Prop. <br> Clos RNB <br> With $n \times 2 n$ | $n$ | 1 | $N(2 n+r+3)$ | $-3 N$ |

comes significant as the switch size increases. At lower values of switch size n, the crosspoint reduction is minimal but as the switch size increases, it saturates at $25 \%$. Figure 33 shows a percentage change in the resource requirements for the proposed architecture. For a switch size at $(\log n=10)$ on the x -axis, the corresponding percentage change about $10 \%$. At $(\log n=1000)$ the difference saturates at $25 \%$. As a percentage, the required number of middle stages required in the proposed architecture shows a decrease that saturates at $25 \%$. When the switch size is smaller, the number of middle stage required in the proposed architecture are more and thereby showing a negative reduction. As the switch size increases, the difference becomes more pronounced and it stabilises at one-quarter.

### 4.3 Summary

The major results of this chapter is that the number of middle stage switches required to maintain the non blocking properties is drastically reduced. This is brought about by the use of idle ports in the proposed architecture. As a result, cross points are reduced drastically by about $25 \%$. It is also observed that for rearrangeably non blocking switches, the number of rearrangements are reduced to $50 \%$.


Figure 32: Cross point comparison in conventional and proposed architecture


Figure 33: Overall percentage reduction in the number of middle stage switches required

## Chapter 5

## Structure and non-blocking properties bidirectional two stage switches

### 5.1 Brief introduction

Space-division multiplexing technology for scaling optical network capacity has received serious attention recently [44]. Multistage space switch networks have become a key component in creating high-port-count optical interconnects and cross-connects[45, 46]. While the three-stage Clos architecture remains to be a well-established and highly practical design principle for scalable space switches [47], two stage networks (TSNs) are emerging as a new design option for relatively small-capacity switches[48]. TSNs are classified into two, folded and unfolded types. The folded is equivalent to a three stage Clos network and its structure and non-blocking properties are well known [43]. On the other hand the unfolded TSNs (UTSNs) are completely understood. A few types of UTSNs exists all of which are RNB [21]. In this study, for the first time, a strictly non-blocking UTSN is considered. A new design principle of UTSN which consists of input and output switch modules (ISMs and OSMs) with bidirectional switching capabilities and represented by $B(n, m, r)$ where $n, m$ and $r$ are denote the number of input ports to the ISM, the OSMs and the number of ISMs respectively, is firstly presented. Secondly,the maximum number of rearrangements and minimum value of $m$ to satisfy the SNB condition is formulated. Finally the switch hardware complexity is estimated.

### 5.2 Proposed structure of UTSN

The proposed UTSN $B(n, m, r)$ with $r$ ISMs and $m$ OSMs each denoted by $I_{p}, 1 \leq p \leq r$ and $O_{q}, 1 \leq q \leq m$ is shown in figure 33 .
All the ISMs have $n$ inputs and a the total number of inputs is given by $N=N r$, while every OSM has $N$ outputs, of which the first and second halves are provided at the top and bottom edges. every pair of an ISM and an OSM is interconnected with a pair of internal links, i.e.each link between and outlet on the top of the ISM and an inlet on the left of left side of the OSM. The other link between the bottom of the ISM and the right side of the OSM. An ISM can be implemented by an $n \times m$ bidirectional crossbar switch(BXS) and $n \times 2$ switches as shown in figure 34 .
Every input signal to the ISM may be switched to its outlet at either end of the column. Let $(i, k)$ be a connection between an input $i, 1 \leq i \leq n$, and an outlet $k, 1 \leq k \leq 2 m$, in the ISM. Similarly, let $(l, j)$ be a connection between an inlet $l, 1 \leq l \leq 2 r$, and an outlet $j, 1 \leq j \leq N$, in the OSM, which can be implemented by an $r \times N / 2$ BXS, as shown in Figure 35.

Every $j$ th outlet in the OSM is coupled in the $j$ th output via a passive coupler, which is shown as a dashed triangle in Figure 33. The passive coupler can be substituted by an $m \times 1$ switch at the cost of extra cross-points. Here, only one outlet of all the $m$ OSMs


Figure 34: Structure of $B(n, m, r)$


Figure 35: Design Example of ISM using bidirectional switching
may have an output signal at a time with the others remaining idle. As can be noted in the figure 34 , every input signal is routed to either a left or right inlet through a $1 \times 2$ switch, every row of ISMs takes only a single at most. It is clearly shown that every column of ISMs and OSMs is shared by at most by two signals, i.e. one signal headed for the top and the other down for the bottom.

### 5.3 Non-blocking properties of $B(n, m, r)$

Even though the main objective here is to derive the SNB condition for $B(n, m, r)$, the reaarangement process for $B(n, m, r)$ which provides insights into the SNB condition is first investigated. As was observed from figure 34, no blocking occurs in the ISMs


Figure 36: Design Example of OSM using bidirectional switching
because the ISMs functions as incomplete $n \times 2 m$ switch. Blocking can occur in the OSM in the following worst case scenario: assume that $n-1$ inputs from an ISM $I_{p 1}$, $1 \leq p 1 \leq r$ are already connected with $n-1$ outputs. Also assume that these $n-1$ inputs enter the OSMs on their left side inlets. Then the last connection request in ISM $I_{p 1}$, which is denoted by the dashed line in figure 36 is issued.


Figure 37: Worst-case scenario for rearrangement in $B(n, n, r)$
Here assume that the request has a destination output of $j_{0}, 1 \leq p_{2} \leq N / 2$, while $j_{0}=j_{0}+N / 2$ corresponds to $I_{p 2}, 1 \leq P_{2} \leq r$ as shown in figure 36 with an assumption that $p^{\prime}=p_{2}+r$ and all of the $n$ inputs to the $I_{p 2}$ are already in use. Note that the primes mark denotes the inlets on the right side and the outlets on the top edge. Blocking occurs in the $j_{0}$ th column in $O_{n}$. It can be seen that every $j_{0}$ th column of OSMs except $O_{n}$, is idle. If the new connection $\left(p_{1}, j_{0}\right)$ is rerouted to the $j 0$ th column in the OSMs $O_{b}$, $1 \leq b \leq n-1$, which is connected to $I_{p_{1}}$, an existing connection denoted by ( $p_{1}, j_{1}$ ) in $O_{b}$ should be moved to $O_{n}$, only where inlet $p_{1}$ is idle. However,this rearrangement can cause blocking if the $j_{1}$ th column in $O_{n}$ is already used. Note that $j_{1}=j_{0}$ holds because the blocking in the $j_{0}$ th column has already been addressed. In other words, each existing connection in $O_{n}$ experiences a rearrangement only once. Because there are $r-1$ existing connections in $O_{n}$, the rearrangement process will last $r-1$ times at most between $O_{n}$ and $O_{b}$. Let $R_{1}$ be the number of rearrangements in this case.

Now, consider another rearrangement process that begins with $p_{2}$ in $O_{n}$. If the new connection $\left(p_{1}, j_{0}\right)$ is provided in $O_{n}$, the existing connection ( $p_{2}, j_{0}$ ) should be rerouted to the $j_{0}$ th column in $O_{b}$. However, blocking will occur in the OSM because there is
another existing connection $\left(p_{2}, j_{2}\right)$ or $\left(p_{2}, j_{2}\right)$, with $j_{2} \neq j_{0}$ and $j_{2} \neq j_{0}$, which should be moved to $O_{n}$, only where inlets $p_{2}$ and $p_{2}$ are idle. The second rearrangement process also lasted $r-1$ times at most. Let $R 2$ be the number of rearrangements in this case. because the connections involved in $R_{1}$ and $R_{2}$ are different from each other, the following relation holds:

$$
\begin{equation*}
R_{1}+R_{2} \leq r-1 \tag{8}
\end{equation*}
$$

Both $R_{1}$ and $R_{2}$ are integers and the minimum number of rearrangements is expressed as :

$$
\begin{equation*}
\min \left(R_{1}, R_{2}\right) \leq\lfloor(r-1) / 2\rfloor \tag{9}
\end{equation*}
$$

where $\lfloor x\rfloor$ denotes the largest integer less than or equal to $x$. Note that $O_{b}$ was fixed in the above discussion. By examining the number of rearrangements for every $O_{b}$, the minimum number of rearrangements at large, denoted as $R_{0}$, can be derived as follows in a similar manner to the above derived equation (9) as:

$$
\begin{equation*}
R_{0} \leq\left\lfloor\frac{r-1}{2(n-1)}\right\rfloor \tag{10}
\end{equation*}
$$

where $n \geq r$, there is more freedom to exchange the blocked connections $\left(p_{1}, J_{0}\right)$ with other existing connections. As it has been shown in figure $36, I_{p 1}$ and $I_{p 2}$ have $n-1$ and $n$ connections under the worst case scenario. These assumptions allows for a choice of an outlet, which is not included in the $r-1$ existing connections in $O_{n}$, out of the $n$ existing connections in $I_{p 2}$. Accordingly, when the connection ( $p_{2}, j_{0}$ ) can be moved to an appropriate OSM, of which the $j_{3}$ th column is occupied by an existing connection, that is, $\left(p_{2}, j_{3}\right)$ or ( $p_{2}, j_{3}$ ), whereas the $j_{3}$ th column in $O_{n}$ is idle. As a result, the number of rearrangements is reduced to two at most.

Based on the above discussions, an SNB condition can be readily derived as follows: When $m=n$, the blocked connection needs to be moved to another OSM, where blocking can occur. However, if $m$ is set such that $m=n+1$, the last connection request may be provided in the $(n+1)$-th OSM, where both $p_{1}$ and $j_{0}$ are idle. Consequently, the SNB condition for $B(n, m, r)$ becomes

$$
\begin{equation*}
m \geq n+1 \tag{11}
\end{equation*}
$$

### 5.4 Hardware complexity of $B(n, m, r)$

The total number of cross-points becomes large when $m=n+1$. It is expressed as a function of $n$ as follows:

$$
\begin{equation*}
C_{p}(n)=\frac{N^{2}}{2}\left(1+\frac{1}{n}\right)+N(n+2) \tag{12}
\end{equation*}
$$

where the first and second terms in equation (12) corresponds to cross-points of the OSMs and ISMs, respectively. $C_{p}(n)$ is minimum at $n_{\text {opt }}=\sqrt{N / 2}$ as follows:

$$
\begin{equation*}
C_{p}\left(n_{\text {opt }}\right)=\frac{N^{2}}{2}+N(\sqrt{2 N}+2) \tag{13}
\end{equation*}
$$

$C_{p}\left(n_{\text {opt }}\right)$ converges to $N^{2} / 2$ as $N \rightarrow \infty$. Some RBN UTSNs also have $N^{2} / 2$ crosspoints[21]. This bidirectional UTSN has achieved SNB properties with approximately the same cross-points as RNB UTSNs.

### 5.5 Summary

The new design principle for UTSNs using bidirectional switches has been unveiled herein. The non-blocking properties have been investigated starting from the RNB properties. The number of maximum arrangements have been studied from which the number of OSMs required to obtain SNB have been derived. The hardware complexity has also been investigated and it has been shown that the hardware complexity becomes minimal at $n=\sqrt{N / 2}$ and saturates at $N^{2} / 2$ as $N \rightarrow \infty$. The two stage switch obtained in this chapter can be applied to the first and third stages of the proposed bidirectional three stage network shown in figure 12 in Chapter 3. The obtained Clos network becomes a 5 stage Clos network. The proposed TSCN can be scaled to increase the number of stages by recursively replacing the first and last stages with the UTSN.In this case, the number of stages will be scaled as $2 k-1$ where $k$ is an integer starting from $k=(2,3,4, \ldots)$. This is illustrated in figure 37 below. The cross-points of the architectures obtained have not been discussed here and have been left for future studies.


Figure 38: Modified TSCN with first and third stages replaced by two-stage switches

## Chapter 6

## Design of parallel control algorithm

In setting up paths in RNB switching networks, one of the challenges has been to find and set paths that are non-conflicting with any inputs and outputs in the switch. Owing to the increased demand in the amount of traffic in communication networks, Control algorithms that seek to set up non-conflicting paths at a fast rate are required in modern switches. Control algorithms vary depending on the type of connection to be established. These types could be unicast, multicast or broadcast. A unicast connection is when one input terminal connects to one output terminal. A multicast connection is a connection from one input terminal to several output terminals. Broadcast involves an input terminal sending messages to all or most of the output terminals. In the past few decades, several switching algorithms have been developed. These include the sequential and parallel algorithms. Sequential algorithms have consecutive steps of instructions that are executed in a chronological order to set up paths in the switching network. On the other hand, parallel algorithms divide the process of setting up routes into smaller sub tasks and these are executed in parallel to obtain individual outputs which are combined to obtain a final desired output. Relative to sequential algorithms, parallel algorithms have a faster processing time. Parallel control algorithm is the key to improving the performance of switching networks. This section focuses on the design of a parallel switch setting algorithms in Benes and Clos networks.

### 6.1 Benes Network

The BNW has been used in many areas such as interconnections of parallel computers and networks-on-chip (NoC). Several connecting paths exist in switching fabrics. A random connection can be made through any of these arbitrary paths. However, to preserve the properties of the Benes switching fabric such as non-blocking property, a specific path must be used to connect an input to an output. Algorithms to set up such connections are referred to as path searching algorithms. Let's consider the parallel construction of the BNW. Fig. 38 shows a primitive model of an $N \times N$ BNW in a three stage structure where a parallel pair of half-sized (i.e. $N / 2 \times N / 2$ ) matrices are in between two sets of $N / 2$ SEs. Each $N / 2 \times N / 2$ matrix may be replaced in a three-stage BNW with a pair of $N / 4 \times N / 4$ matrices. The reduction proceeds until the minimum size matrices, i.e. $2 \times 2$ SEs appears in the centre stage. As a result, a complete BNW can be obtained as shown in Fig.39, where each SE has two connection modes, i.e. bar (=) and cross $(\times)$, flipped by a SCB. Note that $S_{p, q}$ represents the $q$-th top SE at the $p$-th stage from the left, where $0 \leq p \leq 2 n-2$ and $0 \leq q \leq N / 2-1$. Assume $s_{p, q} \in\{0,1\}$ indicates its status, and $s_{p, q}$ of 0 and 1 makes $S_{p, q}$ bar and cross. As can be seen in figure 39, the BNW is equivalent to a back-to-back concatenation of two baseline networks. The routing algorithm proposed in this study is broken down into two parts similar to the BNW structure. The first part is the division of the permutations recursively into half while satisfying the SDR constraints as shown in figure 39. The division is the same as that of the classical looping algorithm [2],[49].


Figure 39: Primitive three-stage structure of $N \times N B N W(N=8)$

Consider a set of permutations ( $i, o$ ) as shown in figure 38, where $i$ is the input port and $o$ represents the output port to which a specific connection needs to be established. Initially all inputs and outputs are unconnected. The looping algorithm is performed as follows;
1). Select an unconnected set $(i, o)$ and set the connection from input to output switch. If no such input exists, the algorithm ends since all the connections are set.
2 ). The selected unconnected input $i$ is connected to the unconnected output $o$ through the upper subnetwork of the center stage.
3). Then connect the other corresponding output $o$ at the output stage to a corresponding input in the input stage through the lower subnetwork of the center stage.
$4)$. If the corresponding input is not connected to an output, then repeat the procedure by going back to step 2 .
The looping algorithm works by traversing the network from the inputs to the outputs and back until it reaches its starting point thereby forming a loop. This is shown in figure 40 below.

The looping algorithm is a sequential algorithm and therefore it takes $O(N)$ time since $N$ calls must be set up. Let $i$ and $j$, where $0 \leq i \leq N-1$ and $0 \leq j \leq N-1$, be the input and output port numbers in an $N \times N$ BNW. Firstly, a full permutation $\pi_{0}$ is considered as follows:

$$
\begin{equation*}
\pi_{0}=\binom{0,1, \ldots i, \ldots N-1}{0, j_{1}, \ldots j_{i}, \ldots j_{N-1}} \tag{14}
\end{equation*}
$$

where $j_{i}$ is the designated output at input $i$.


Figure 40: Full picture of $N \times N B N W(N=8)$

As an example, the following permutation $\pi_{0}$ is assumed in figure $38 \& 39$.

$$
\pi_{0}=\left(\begin{array}{llllllll}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7  \tag{15}\\
7 & 5 & 2 & 0 & 6 & 3 & 4 & 1
\end{array}\right)
$$

A duplet is expressed as $(i: j)$ corresponding to a pair of input $i$ and output $j$. Let $b(j)$ be the binary address of output $j$, which is defined by

$$
\begin{equation*}
b(j)=\left(b_{j}^{n-1}, b_{j}^{n-2}, \ldots, b_{j}^{0}\right) \tag{16}
\end{equation*}
$$

where $b_{j}^{t}, 0 \leq t \leq n-1$, with

$$
\begin{align*}
b(j)_{M S B} & =b_{j}^{n-1},  \tag{17}\\
b(j)_{L S B} & =b_{j}^{0} .
\end{align*}
$$

All SEs in the last stage in figure 39 has a pair of outputs $j$ and $j_{c}$, of which $b(j)_{L S B}$ and $b\left(j_{c}\right)_{L S B}$ are different and herein referred to as complementary. $m(j)$ is defined as the output SE number with j , where $0 \leq m(j) \leq N / 2-1$, and

$$
\begin{equation*}
m(j)=m\left(j_{c}\right) \tag{18}
\end{equation*}
$$

Let $b(j)$ be the truncated binary address of $b(j)$, defined by

$$
\begin{equation*}
\underline{b(j)}=\left(b_{j}^{n-1}, b_{j}^{n-2}, \ldots, b_{j}^{1}\right) \tag{19}
\end{equation*}
$$

The following expression is obtained;

$$
\begin{equation*}
b(j)=\underline{\left(b j_{c}\right)} \tag{20}
\end{equation*}
$$



Figure 41: Conventional looping algorithm in Benes network

Similar relationships hold between $i$ and $i_{c}$ in an input SE, which has a pair of duplets $i: j$ and $i_{c}: j_{a}$, where $j_{a}$ is the associated destination output in the input SE. Note that $j$ and $j_{c}$ together with ( $i$ and $i_{c}$ ) are used interchangeably. The original permutation $\pi_{0}$ is divided into a pair of sub-permutations as follows:

$$
\begin{align*}
\pi_{0, u^{0}} & =\left\{u_{0}^{0}, u_{1}^{0}, \ldots, u_{N / 2-1}^{0}\right\}, \\
\pi_{0, u_{d}} & =\left\{d_{0}^{0}, d_{1}^{0}, \ldots, d_{N / 2-1}^{0}\right\} . \tag{21}
\end{align*}
$$

where $u_{l}^{0}$ and $d_{l}^{0}\left(0 \leq u_{l}^{0} \leq N / 2-1\right.$ and $0 \leq d_{l}^{0} \leq N / 2-1$ for $\left.0 \leq l \leq N / 2-1\right)$ are output SE numbers to which a designated output $j$ belongs, as shown in figure 38.
Previous research referred to a sub-permutation as a complete residue system [50] or as an equivalent class [31]. In this study, sub-permutations are referred to as SDR because they constitute systems of distinct representative (SDR) [51, 52].

Assume that the three-stage structure shown in figure 38 is the 0th reduction. Generally, at the $k$-th reduction, with $0 \leq k \leq n-2$, there are $2^{k}$ sub-permutation pairs $\left(\pi_{k, u^{0}}, \pi_{k, d^{0}}\right), \ldots,\left(\pi_{k, u^{2 k-1}}, \pi_{k, d^{2 k-1}}\right)$, where each sub-permutation has $N / 2^{k+1}$ elements. The width of the binary address of these elements is given by $n-k-1$. Note that, an output address of $n$ bits is transferred to the next sub-permutation as it is, while the region of interest in the address at the $k$-th reduction, denoted by $R(b(j), k)$, is reduced
to $n-k-1$ bits, truncated by one bit at each reduction, and is expressed as follows:

$$
\begin{equation*}
R(b(j), k)=\left(b_{j}^{n-1}, b_{j}^{n-2}, \ldots, b_{j}^{n-(n-k-1)}\right) \tag{22}
\end{equation*}
$$

The division process is the same as that of the looping algorithm. It is briefly described here so as to provide an introduction to the parallel algorithm. Because the algorithm is recursive in nature, the primary focus is only on the first stage so as to illustrate how the permutation $\pi_{0}$ is divided into $\pi_{0, u^{0}}$ and $\pi_{0, d^{0}}$.
Consider the permutation in equation (15) above.
i. Select an arbitrary SE that is not set yet and set it to bar state by default. In the initial state, $S_{0,0}$ is selected and set as $S_{0,0}=0$. Let the upper duplet be $i: j(0: 7$ in figure 38). At this point, $\pi_{0, u^{0}}=\{3\}$ and $\pi_{0, d^{0}}=\{2\}$ are obtained.
ii. Search for an SE to which $j_{c}$ belongs ( $j_{c}=6$ in figure 38) and find $j_{c}$ in $S_{0,2}$. Here a pair of outputs $j=7$ and $j_{c}=6$ shares $S_{4,3}$, and therefore must be distributed to different sub-permutations due to the SDR constraints. As $m(j)=3$ has already been included in the $\pi_{0, u^{0}}$ at step $i, m(j c)=3$ must be in $\pi_{0, d^{0}}$. As a result, $S_{0,2}$ is set equal to 1 . At this point, $\pi_{0, u^{0}}=\{3,, 1\}$ and $\pi_{0, d^{0}}=\{2,, 3\}$ are obtained.
iii. Next, identify $j_{a}=3$ in $S_{0,2}$ as the associate of $j_{c}=6$. Because $j_{c}=6$ was set in the lower sub-permutation, $j_{a}$ is taken to the upper permutation. A pair of outputs $j=3$ and $j_{c}=2$ share $S_{4,1}$, these must also be distributed to different sub-permutations. This process repeats until the cycle terminates. The following permutations are obtained; $\pi_{0, u^{0}}=\{3,0,1,2\}$ and $\pi_{0, d^{0}}=\{2,1,3,0\}$. It is worth noting that the status of some SEs like $s_{0,0}$ and $s_{0,3}$ are equal because the relative input positions of the pair of duplets including $j=5$ and $j_{c}=4$ differ [31], i.e., one sits at the upper inlet in one SE and the other on the lower in the other SE.

The second part of the proposed routing algorithm is the destination-tag routing (DTR). This correlates to a superposed binary tree structure of the reverse baseline network (RBN) [53] shown in figure 39. Here, assume $d(i)$ to be a binary destination output imposed at the $i$-th input of the RBN as follows.

$$
\begin{equation*}
d(i)=\left(d_{i}^{n-1}, d_{i}^{n-2}, \ldots, d_{i}^{0}\right) \tag{23}
\end{equation*}
$$

where $d_{i}^{t} \in\{0,1\}, 0 \leq i \leq N-1$ and $0 \leq t \leq n-1$. Each pair of outlets of SEs in the RBN is labelled with 0 and 1 , as can be seen in figure 39. A route can be traced from $i$ to $d(i)$ as follows; When $d(i)$ appears at an input of $S_{p, q}$, it is forwarded to either outlet 0 or 1 of the $S_{p, q}$ depending on whether $d_{i}^{2 n-2-p}=0$ or 1 . This operation is realized in time of order $O(1)$. The detailed description of the DTR processing and its hardware implementation have not been included in this thesis.

### 6.2 Design of parallel processing elements

### 6.2.1 Design overview

In this study, a design of parallel distributed architecture of processing elements (PEs) is proposed. As can be seen in figure 41, the upper half is a switch body of size $N \times N$ BNW and the lower half is the proposed Parallel control Unit (PCU). The PCU accepts address information represented by $A_{\text {in }}$ slot by slot, then it computes routes based on these addresses, then it generates switch control bits (SCBs) stage by stage in parallel. The design of the PEs is such that a PE at a stage is connected to a pair of other PEs in the next stage in the same manner as the counterpart SEs in the upper BNW switch body. A PE receives a pair of addresses and transfers them to the next PEs in the same mode (i.e. bar or cross) as the SE. The PCU has upto $O\left(N \log _{2} N\right)$ PEs and is similar to a massively paralleled system. The PEs can comprise several kinds of primitive logic circuits and memories such as comparators, multiplexers and registers unlike [35] and [39] in which the shared memories and arithmetic units were required.


Figure 42: Proposed Design overview of the parallel control unit with the switch body

As can be seen in figure 41, there are two types of PEs, i.e. $P E_{k, h}$ in the first part, with $(0 \leq k \leq n-2)$ and $0 \leq h \leq N / 2-1$ and $P E_{k^{\prime}, h}$ in the second part, where $\left(n-1 \leq k^{\prime} \leq 2 n-2\right)$ and $(0 \leq h \leq N / 2-1)$, according to the earlier mentioned two parts of routing algorithm. The first stage of the PCU corresponds to the index of $k=0$. Note that PEs in the first $k$-th $(0 \leq k \leq n-2)$ stage are divided into $2^{k}$ independent groups. Therefore, a PE group in the $k$-th stage has a total of $N / 2^{k+1}$ PEs and accepts a total of $N / 2^{k}$ addresses, of which the bit width of the region of interest becomes $n-k-1$. All the PEs within a group are interconnected with $N / 2^{k+1}$ buses to communicate within the group. These are shown as bold lines in the first stage of the PCU in figure 41. In the first part of the proposed routing algorithm, the division process of sub-permutations is common to all the groups, although the number of PEs in
a group (i.e. size of sub-permutations) decreases with stage. In the second part, all the PEs have uniform, low complexity. Because of this, the PEs in the first stage of the PCU have the most complex hardware. It takes $O\left(\log _{2}\left(N / 2^{k}\right)\right)$ processing time for a PE group in the $k$-th reduction, where $(0 \leq k \leq n-2)$. All the PEs in the second part require small constant time of $O(1)$. As a result, the processing time and hardware complexity are most critical in the first stage of the PCU. In the next section, the proposed parallel algorithm is described in detail. This study focuses on the PEs in the first stage as in Ref. [37].

### 6.2.2 Design of PEs for Full permutation

The first stage of the PCU has a single group of $N / 2$ PEs interconnected to each other via a number of buses $B_{b(r)}$ (e.g. $B_{00}$ ), where $(0 \leq r \leq N / 2-1)$ as shown in figure 42 (a). Binary suffixes are assigned to the $N / 2$ PEs as $P E_{b(p)}$ (e.g $P E_{00}$ ), where ( $0 \leq p \leq$ $N / 2-1$ ). Note that the status of $N / 2$ SEs are also re-assigned with binary suffixes (e.g. $S_{00}$ ).

We assume a full permutation in figure 42 (a) as follows:

$$
\pi_{0}=\left(\begin{array}{llllllll}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7  \tag{24}\\
3 & 4 & 5 & 0 & 2 & 6 & 7 & 1
\end{array}\right)
$$

Figure 43 shows a simplified functional block diagram of the PEs. The function of each block is described as follows. During the division process,each $P E_{b(p)}$ sends out its own data, e.g. $b(j), b\left(j_{c}\right)$ and $\overline{b(p)}$, to the bus $B_{b(p)}$. Here, $\overline{b(p)}$ is a PE suffix that is identical to $b(p)$ for full permutations and will later be redefined in the partial permutations section. Each bus comprises the data information of $n-1$ bits and a data valid flag $\left(f_{v}\right)$ of 1 bit. At most one pair of eligible data is accepted by each PE through multiplexers in the bus interface (BIF) of figure 43 even though each PE is capable of receiving multiple data simultaneously. Thus, the internal processing speed of the PEs remains constant, independent of the PE group size. In the full permutation, the division process has three phases, which are described in the following section.
i). First phase

The first phase of the process is the parallel process for neighbour search. The $P E_{b(p)}$ is assumed to have two destination addresses $b(j)$ and $b\left(j_{a}\right)$, as shown in Fig. 43. The neighbour search is performed to find PEs with truncated addresses $b(j)$ and $b\left(j_{a}\right)$. If $b(j)=b\left(j_{a}\right)$ holds in a PE, the neighbour PE is identical to the original PE, and no addresses are launched onto the bus. Otherwise, $b(j)$ and $b\left(j_{a}\right)$ are broadcast in series onto $B_{b(p)}$. The other PEs compare their own truncated addresses with the incoming $b(j)$ and $b\left(j_{a}\right)$. This is done by using the comparators in the BIF. As shown in fig.42(b), $\overline{P E}_{00}$ first broadcasts $\underline{01}$ from its upper inlet to bus bar $B_{00}$, the other PEs compare their truncated addresses to $\underline{01} . P E_{10}$ realizes $P E_{00}$ as a neighbour because it has $\underline{010}$ at its upper inlet. Here, both $\underline{011}$ and $\underline{010}$ are at upper inlets of the two neighbour PEs. This means that they must be in different sub-permutations; and therefore, the status of $P E_{10}$ and corresponding $S_{10}$ is not equal to $P E_{00}$ which also corresponds to $s_{00}$ (Fig. 42 (c)). Similarly, when $P E_{00}$ launches 10 from its lower inlet, $P E 01$ discovers $P E_{00}$ as a neighbour, the status of $P E_{01}\left(S_{11}\right)$ is set equal to $P E_{00}\left(s_{00}\right)$ because $P E_{01}$ has $\underline{101}$ at its upper inlet.


Figure 43: Bus-connected PE array and its operation: (a) each PE accepts address information and interchanges switch control data via multiple buses in parallel; (b) link status after first phase; (c) link diagram in a cycle; (d) implementing link diagram in FPGA using inverting and non-inverting gates

The 'equal to' and 'not equal to' relations are shown in figs. 42 (b) and 42 (c) by solid and dashed links, respectively. Here, we refer to both relations as link status collectively. The status of each PE corresponds to the SE status. Link status flag $\left(f_{s}\right)$ and neighbour PE suffixes are saved in registers, shown in fig. 43. In practice, a pair of counter-rotating links is implemented with a portion of each bus in the third phase. Inverting and noninverting gates shown in fig. 42 (d) are used to implement the link status relationship between two adjacent PEs in FPGA, where the link originates and terminates at $P E_{11}$, as the result of the following second phase. The neighbor search process is realized in parallel, and the time complexity is $O(1)$.


Figure 44: Simplified functional diagram of PE with binary suffix b(p)

## ii). Second Phase

The second phase involves an iterative process to select a representative element PE in each cycle. In a cycle (fig. 42(c)) each PE is correlated with each other and a system of relations is referred to as the initialization equation. The proposed solution for the initialization equation is based on the fact that if we appoint a PE (E.g. $P E_{11}$ in Fig. 42 (c) as a representative element in the link diagram and set SE to the default state, the status of the other SEs is generated automatically in the link diagram which cannot be easily implemented with only software. Therefore, it is necessary to have a representative element for determining the status of other SE based on this representative element. The proposed design assumes the representative PE to be the one with the maximum suffix in a cycle (e.g. $P E_{11}$ in the fig. 42(c)). The iterative procedure is as follows; in the initial state, each PE in a cycle is a candidate for a final representative, whose status is indicated as a double circle in Fig. 44(a), where only binary suffixes of PEs, i.e., $b(p)$, are shown for simplicity. In the first step, each PE sends its suffix to two neighbouring PEs, as shown in Fig. 44(a), and each PE compares its own suffix $y_{0}$ to the incoming suffixes $y_{1}$ and $y_{2}$. Note that a similar situation occurs in the subsequent steps, and there are three possible cases.
(i). If $\left(y_{0}<y_{1}\right) \cup\left(y_{0}<y_{2}\right)$, the PE loses the competition, $y_{1}$ and $y_{2}$ are transferred to the next neighbour PEs, e.g. $P E_{00}$ and $P E_{01}$ in Fig. 44(b), and $P E_{10}$ in Fig. 44(c), lost competition and are shown by dashed circles. Note that the PEs that loses become transparent in the subsequent steps.
(ii). If $\left(y_{0}>y_{1}\right) \cap\left(y_{0}>y_{2}\right)$, the PE remains as a potential representative and discards both $y_{1}$ and $y_{2}$, e.g. $P E_{11}$ and $P E_{10}$ in Fig. 44(b).
(iii). If $y_{0}=y_{1}=y_{2}$, the PE becomes a final representative and goes to the third phase, e.g. $P E_{11}$ in Fig. 44(d).

PEs that lost the competition bypass incoming data through simple transfer switches embedded in BIF; thus, the bypass delay is negligible. The comparison result at each

PE is updated in a representative flag $\left(f_{r}\right)$, as shown in fig. 43. Neighbour PE suffixes are referred to by the BIF to specify a bus to receive the suffix data from. Note that each individual cycle has a maximum suffix, and there can be several representatives in a stage, e.g. $S_{0,0}$ and $S_{0,3}$ (each corresponding to $P E_{00}$ and $P E_{11}$ respectively) as shown in Fig. 38. As a result, the number of candidates for a representative is reduced to one-half after each iteration; thus, the second phase for the first stage completes in at most $O\left(\log _{2} N\right)$ time.


Figure 45: Iterative steps to determine representative PE in the second phase: (a) each $P E$ is eligible for representative in the initial state; (b) the PE receives two suffixes and compares its suffix to them and surviving PEs are reduced to one-half and lost PEs become transparent and bypass incoming data; (c) the competition process is repeated in subsequent iterations; (d) maximum suffixes return to the originating PE in the final iteration

## (iii). Third Phase

The third phase is performed to determine the status of each SE in each cycle according to the direction of a representative and pass addresses on to the next stage. For example, $P E_{11}$ in Fig. 42(d) sets an initial value of $s_{11}=0$, which also serves as a trigger to the link diagram. Note that each link between neighbour PEs has already been established over buses in the beginning of the third phase. In addition, inverting and non-inverting gates, which reside in an SCB generator in Fig. 43, have been configured according to $f_{s}$. Here, a pair of input addresses $b(j)$ and $b\left(j_{a}\right)$ is transferred to PEs in the next stage through a $2 \times 2$ switch (Fig.43), which is set to bar or cross by an SCB. The propagation delay in the link diagram is very small compared to a clock period; therefore, the time complexity
of the third phase is estimated as $O(1)$. To summarize, the total processing time in the first stage is $O\left(\log _{2} N\right)$ Generally, the total processing time in the $k$-th reduction, where $0 \leq k \leq n-2$, is $O\left(\log _{2} N / 2^{k}\right)$, because the size of permutation in the $k$-th reduction is given by $O\left(\log _{2} N / 2^{k}\right)$. It is clear that the first stage has a maximum processing time, and it decides the maximum throughput of the pipelined PCU.

### 6.2.3 Design for partial permutations Unified Parallel algorithm for full and partial permutations

At some instances during the operation of the switch, some inputs may not have a connection request. These inputs without a connection request are referred to as idle connections. In this section, idle connections and their effect on the proposed algorithm are investigated. A partial permutation as follows is assumed;

$$
\pi_{0}=\left(\begin{array}{llllllll}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7  \tag{25}\\
3 & 4 & 5 & 0 & x & 6 & 7 & 1
\end{array}\right)
$$

where x indicates an idle address. Similar to the full partial permutation in the previous section, the fifth address element has been changed to x .

As can be seen in fig. 45(a) and (b), no links exist between $P E_{00}$ and $P E_{10}$ due the idle connection in $P E_{10}$. A representative element cannot be determined this way because neighbour prefix information $y_{1}$ and $y_{2}$ cannot be shared due to missing links. There are two design options to tackle this problem. The first one is a structural adaptation to loop back the disconnected links at the two end PEs so that they can each have a pair of neighbours like in a full permutation. This loopback does not change the comparison operation for the selection of a representative element, however, it almost doubles the length of a cycle thereby increasing the processing time. The other option is to mask the disconnection by blocking the received suffix data at the two end PEs. To do this, $\overline{b(p)}$ is first redefined as follows:
If a $P E$ has a single neighbour for example $P E_{00}$ and $P E_{10}$, which sits at both ends as shown in fig. 45 (b) then the suffix $\overline{b(p)}$ is obtained by modifying it as:

$$
\begin{equation*}
\overline{b(p)}=\left(1, b_{p}^{n-1}, b_{p}^{n-2}, \ldots, b_{p}^{1}\right) \tag{26}
\end{equation*}
$$

If a PE has two neighbours like $P E_{01}$ and $P E_{11}$ which sits in between two end nodes, then $\overline{b(p)}$ is modified as follows:

$$
\begin{equation*}
\overline{b(p)}=\left(0, b_{p}^{n-1}, b_{p}^{n-2}, \ldots, b_{p}^{1}\right) \tag{27}
\end{equation*}
$$

From the two equations above, it is very clear that the suffixes of the two end nodes are greater than those of the intermediate PEs. This immediately makes the two PEs to survive the competition to the final iteration. The two nodes eventually exchange suffix information over the available link and either becomes the final representative. A pair of terminating conditions must be added to step iii of section 6.1 as follows. Note that if $\overline{b(y)}_{\underline{M S B}}=1$ it means that $P E_{b(y)}$ is an end node.
$i v$. If $\overline{b(y)}{ }_{M S B}=1 \cap\left(y_{0}<y_{1}\right)$, one end PE losses the competition and the procedure


Figure 46: Example of partial permutation and modified link diagrams against disconnection: (a) input address 010 in Fig. 42 a becomes idle and is represented as x; (b) the link diagram is disconnected between $P E_{00}$ and $P E_{10}$; (c) the disconnection is protected by the loop-back mechanism (similar to self-healing ring networks); (d) alternatively, each $P E$ is provided with an extended suffix to mask disconnection
halts, e.g. $P E_{100}$ in Fig. 45(d).
$v$. If $\overline{b\left(y_{1}\right)}$ MSB $\left.=1\right) \cap\left(y_{0}>y_{1}\right)$, the other end PE becomes a final representative and goes to the third phase, e.g. $P E_{110}$ in Fig. 45(d). It is worth noting that the second design option incurs very little additional processing time and hardware while maintaining the comparison operation for full permutation. The PCU developed in this thesis, uses the second design option to realise high speed and low hardware complexity.

### 6.3 FPGA Design and Experimental Results for Benes network

### 6.3.1 Design environment

FPGAs are an efficient hardware design target for rapid prototyping [54]. In this study, a Xilinx midrange FPGA (XC6SLX45), which has 6,822 configurable logic blocks (CLBs) operating at 100 MHz was used. The ISE Design Suite 14.7 development tool for Windows 10 was used for writing the code for PEs in VHDL with the IEEE Std_Logic_1164ALL package. Synthesis options were set to defaults, i.e. the speed priority mode, normal optimisation effort, etc. A constraint file was used to allow internal signals, e.g., counter outputs, $f_{r}$ and SCB, to be output to I/O pins to monitor their logic status and measure delay time. In addition, the input addresses were generated within the FPGA. Note that each time the permutations pattern changed, the FPGA needed to be redesigned. For this however, external digital pattern generators were not required. The total hardware amount was estimated according to the number of occupied slices in the summary report in order to analyse device utilisation. Note that each PE in a given stage operates synchronously to a common clock. In the proposed algorithm, three processing steps operate synchronously. The first step is an initializing process, where destination addresses are imported and flags and registers are reset. The second step is composed of the three phases described in Section 6.2.2. The third step is a terminating process, where SCBs and addresses are exported. In order to increase the processing speed, asynchronous hardware operation was introduced in part as follows, without making any change to the parallel algorithm described in Section 6.2.2 and shown in Fig. 46 below. In the first part of the PCU, the iterative procedure to find a representative (Section 6.2.2), can operate asynchronously by referring to the $f_{v}$ flags and comparison results. Here, an additional set of buses as shown in Fig. 42(a) were added for this purpose, and each pair of input addresses at PEs was processed simultaneously. DTR for the second part was implemented asynchronously by referring to a specified routing bit given by Eq. (17). All these asynchronous operations were described in VHDL code using if-statements, and the synchronous operations were realized using when-statements. The combined synchronous operation is as shown in Fig. 47.

### 6.3.2 Experimental results and discussion

Figure 48 shows the number of occupied slices in the first and second parts of the PCU for switch size $N=4$ to $N=32$ denoted by HW1 and HW2, respectively. As explained in section 6.2.1, the first part accounts for a larger portion of the PCU hardware, whereas the second part requires a significantly less amount of hardware than the first part. The hardware amount of a single PE was estimated in the first part (Fig.41) as $O\left(\log _{2} N\right)$ because most parts of a PE have a dimension of $\log _{2} N$. Remember that a single stage comprises $N / 2 \mathrm{PEs}$; therefore the hardware complexity per stage is $O\left(N\left(\log _{2} N\right)\right)$. This results in the total hardware complexity denoted by HW1, of $O\left(N\left(\log _{2} N\right)^{2}\right)$ over $\log _{2} N-1$ stage.Similarly, the total hardware complexity of the second part, denoted by HW2, is also given by $O\left(N\left(\log _{2} N\right)^{2}\right)$. As can be seen from Fig.47, the experiment results agree with the theoretical estimation, i.e., $O\left(N\left(\log _{2} N\right)^{2}\right)$.


Figure 47: Asynchronous operation of the proposed structure

From the experimental results, it has been demonstrated that the occupied CLBs were


Figure 48: Number of occupied slices in FPGA vs. switch size
less than 1,000 when $N=32$.This is approximately $15 \%$ utilisation of CLB which was estimated to be approximately 6,400 cells [55]. Note that the conventional hardware complexity increases as $\left.O\left(N^{2}\right]\right)$ in [35]. The number of cells for $N=32$ is up to 36,200 cells (approximately six times greater than this proposed design). These results indicate that the proposed design is significantly more efficient relative to hardware costs compared to existing methods. As for time complexity, we focus on the processing time in the first stage because it has a largest portion and correlates with the total processing
time as described towards the end of Section 6.2. Specifically, focus was given to the processing time in the second phase (Section 6.2.2), denoted by $t_{f}$, which shares most of the processing time in the first stage. Fig. 48 shows the processing time $t_{f}$ vs. switch size $N$ for the first part of the proposed design. From the Fig. $48 t_{f}$ remains less than a clock


Figure 49: Processing time $t_{f}$ vs. switch size $N$ for the first part in the proposed design
period (10 ns) up to a certain switch size due to the asynchronous operation. It increases in approximately $O\left(\log _{2} N^{0.16}\right)$. It was also found that the asynchronous operation causes a dramatic decrease in processing time. It is worth noting that the attenuating effect given by $\alpha$ depends on FPGA devices and $t_{f}$ can be generalized as $\left(\log _{2} N^{\alpha}\right), \alpha<1$. In Fig. 48, it can be observed that $t_{f}$ for the special case of $N=4$ indicates a sharp drop. This is because the $4 \times 4$ BNW only has two SEs in the first stage, and therefore it is very easy to fix a representative quickly without much time. This tendency to have a sharp drop in the processing time at $N=4$ was also observed in a previous study [35]. Fig. 49 also shows the processing time for the DTR in the second part of the proposed design, denoted by $t_{s}$. As can be seen, $t_{s}$ is also less than a clock period due to the asynchronous DTR operation. It is significantly less than $t_{f}$ due to the simplicity of the DTR and is negligible compared with $t_{f}$ as suggested at the end of Section 6.2. It is worth observing that $t_{f}$ and $t_{s}$ have the same approximation curve as $O\left(\log _{2} N^{0.16}\right)$. Recall the time complexity in the first stage is given by $O\left(\log _{2} N\right)$ as described at the end of Section 6.2.3. The processing for DTR in the second part takes $O(1)$ time per stage as described at the end of Section 6.2. Since the second part has $\log _{2} N$ stages, the total processing time complexity is also given by $\log _{2} N$. However, both processes of complexity were reduced to $O\left(\log _{2} N^{0.16}\right)$ due to the asynchronous operation, as predicted in Section 6.3.1 and shown in fig. 49. The conventional algorithm [36] for the first stage requires $O\left(\log _{2} N\right)$ clock times, while the proposed design demonstrated $O(1)$ clock time until $N=128$, because the most time-consuming process for the proposed algorithm completes within a single clock cycle as shown in Fig. 50. In fact, the proposed algorithm requires 5 clocks, whose breakdown is as follows: one clock for the initializing step, three clocks for the first to third phases, and the last clock for the terminating step described in Section 6.3.1. For example, in the $N=16$ case, the proposed design is at least three times faster than


Figure 50: Processing time $\left(t_{s}\right)$ vs.switch size $N$ for the Second part (DTR) in the proposed design


Figure 51: Total clock cycles vs. switch size for the first stage in the first part
the previous method, and the performance difference increases with increasing $N$. It is worth noting that the number of clock cycles for $N>128$ is estimated to increase by only one clock cycle because of the asynchronous operation introduced. As a result, the proposed design has clock cycles that are several times faster than the previous method [36].

### 6.3.3 Summary

Table 3 shows a summary of the technique proposed, its implementation, the hardware complexity and the time complexity of the algorithm

Table 3: Summary of the performance of the algorithm

| Technique proposed: | Parallel distributed Pipelined <br> architecture of PEs |
| :--- | :---: |
| Implementation: | Synchronous and Partially asynchronous <br> operation of several steps introduced |
| Hardware complexity | $O\left(\log _{2} N^{2}\right)$ |
| Time complexity | 1st part requires only one clock per stage as a result <br> total complexity becomes $O\left(\log _{2} N\right)$ |

### 6.4 Clos Networks

### 6.4.1 Outline of the proposed routing algorithm in TSCN

A three stage Clos network (TSCN) is a fundamental multistage switching network and has been used widely in many communication and interconnection networks. Timedivision multiplexed TSCNs used in data centers require high-speed switching capabilities i.e. several nanoseconds to route or set up calls within the switch. Conventional sequential algorithms have longer processing time and therefore a need to implement parallel processing algorithms to speed up routing. There have been no reports of hardware implementation of parallel algorithms developed earlier for TSCN in which takes advantage of the switch size of a power of two. However, parallel algorithms for Benes networks whose switch size is inherently given $N=2^{k}$ where $k$ is an integer have already been developed. Here a new parallel algorithm to set up a TSCN using a routing algorithm for Benes network is proposed and implemented in hardware using FPGA. Consider a Clos switch of size $N \times N$ represented by $C(n, n, r)$ shown in fig. 51 below, in which the first and third stage consists of $r n \times n$ switches while the third stage consists of $n r \times r$ switches.


Figure 52: Three stage Clos network $C(4,4,2)$
Each of the switch size is restricted to be that of a power of two i.e. $n=2^{k 1}$ and $r=2^{k 2}$ with both $k 1$ and $k 2$ being positive integers. As can be seen in the figure 51 , an input $i$ has a total $n$ possible routes to an output $j$, where $0 \leq i \leq N-1$ and $0 \leq j \leq N-1$ and each is uniquely designated by assigning the route with a middle stage switch as a transit point. The details of the operations are shown in figure 52 . The figure shows the first cycle of the proposed algorithm for a clos network of switch size $c(4,4,2)$. The output addresses at each of the input ports denote the binary expression of the destination
addresses to which the signal wishes to travel (e.g., 100, 011, 010, 000, 101, 110, 111, 001). The proposed algorithm for TSCN is as follows: firstly, input switches are virtually divided into $N / 22 \times 2$ to obtain a structure similar to Benes network as shown in dotted red line in fig. 52 . Then a pair of adjacent output addresses are obtained at each virtually divided $2 \times 2$ switch. Next, the output addresses are then divided into two sets using the looping algorithm for the Benes network. Note that a pair of addresses with least significant bits (LSB) of the addresses are complimentary while the other bits are identical, e.g., 100 at the first input and 101 at the fifth input are divided into different sets. It is worth noting that every LSB is eliminated after the division. Two sets of truncated addresses $(10,00,01,11)$ and $(01,10,00,11)$ are obtained as shown in figure 53 . Each set of these addresses goes through the upper or lower set of two middle stage switches. The second part of the algorithm is that of Applying Destination tag routing (DTR). And in this part, each set of the truncated addresses is processed independently in the same way as the first cycle, however, the number of address elements reduces to one-half and their width reduces by a single bit. It can be seen that the algorithm can be completed


Figure 53: Proposed routing principle with iterations
in the $\log _{2} N-1$ cycles.

### 6.4.2 Hardware Implementation of the proposed algorithm

Here, a brief introduction of the design and operation of parallel processor elements (PE) for the proposed algorithm is introduced. The design is based on the use of parallel and


Figure 54: Routing principle with iterations of the proposed algorithm
distributed PE designed for the Benes network [37]. The proposed algorithm is recursive in nature and therefore focus is restricted to the first cycle. The hardware implementation of this design principle is as follows;
$N / 2$ PEs are interconnected to multiple buses e.g. $b_{00}$ to $b_{11}$ as shown in Fig. 54(a). The first two PEs control the upper virtually divided switch of the first stage and the other two PEs control the lower virtually divided switch. Each of the PE is assigned with a unique binary suffix number and is represented as $P E_{b(p)}$ where $0 \leq p \leq N / 2-1$, and $b(p)$ is the binary expression of $p$. The proposed parallel algorithm consists of three phases.
(i).First phase

The first phase involves searching for a neighbor PE and is performed in parallel. The process is performed to find PEs with the same truncated address. This process begins by a $P E_{b(p)}$ which broadcasts its addresses onto $B_{b(p)}$ in series. The PEs compare their own truncated addresses with the incoming addresses using comparators that are inbuilt in them. As shown in the figure $54 P E_{00}$ broadcasts its truncated address 10 from its upper inlet to the bus $B_{00} . P E_{10}$ discovers it as a neighbor because it contains 101 at its upper inlet. The underlined part indicates the range of truncated addresses. The two addresses 100 and 101 both sit on the upper inlets of the two PEs. These two addresses must be routed to separate middle stage switches. As a result, the virtual $2 \times 2$ switches must be set in different modes (i.e., $\operatorname{bar}(0)$ and the other cross (1)). This gives the link relationship of 'not equal to', that is the $P E_{00}$ is 'not equal' to $P E_{10}$. However, when $P E_{00}$ broadcasts its $\underline{01}$ from its lower inlet, the $P E_{01}$ discovers it as a neighbor because


Figure 55: Arrangement and operation of parallel processing elements (a)PEs connected to bus bars (b) Neighbour search establishment (c) Link relationship status (d)Implementation of link status using Inverting and non inverting gates
it has 010 on its upper inlet. Here, the state of $P E_{00}$ can be set 'equal to' the state of $P E_{01}$. The link relation status for all the other PEs is obtained and represented in figure 54 (b) and (c) with solid lines representing the 'equal to' relation while the dotted line represents 'not equal to' relation. Practically, the link status relationship between PEs can be implemented in FPGA using inventing and non inverting gates. The process of neighbor search is realized in parallel and the time complexity is that of $O(1)$.
(ii). Second phase

The second phase involves choosing a representative PE. The process to choose a representative PE is an iterative process. It is important to choose a representative element because it acts as a starting point for setting the status of the other PEs from the link
relation status obtained in phase one. At the beginning of the process, each PE is a potential candidate and its status is shown using a double circle in Fig. 55. Each PE is related to the others and a system of relations that exists between them is referred to as initialization equations. These equations are solved in [34] in a relatively complex manner. The proposed solution in this study is based on the principle that if we appoint a PE as a representative in the link diagram obtained, and set its status, the status of the other PEs will be generated automatically based on the link status relation in the link diagram. For example, if we choose $P E_{11}$ as the representative element, and set it to a default state such as bar, the status of the other PEs will be generated automatically in the link diagram. The selection of a representative element is done through a tournament process i.e., a PE with a larger binary suffix information $y_{i}$ will win the tournament to those with a lower suffix. The iterative process begins by each PE broadcasting its binary suffix information to the two neighboring PEs. Each PE then compares its own suffix $y_{0}$ with incoming suffixes $y_{1}$ and $y_{2}$. This process happens consecutively if the number of PEs are more than two. Hence there are three possible cases. (a) If $\left(y_{0}<y_{1}\right) \cup\left(y_{0}<y_{2}\right)$, then a PE will lose the completion and it will become transparent transferring the information $y_{1}$ and $y_{2}$ to its opposite neighbors. As can be seen in Fig. 55(b) $P E_{00}$ and $P E_{01}$ loses the tournament and are shown with a dashed line in the figure.
(b) If $\left(y_{0}>y_{1}\right) \cap\left(y_{0}>y_{2}\right)$, then a PE will remain as a potential representative. Both $y_{1}$ and $y_{2}$ will be discarded.
(c) Finally, if $y_{0}=y_{1}=y_{2}$, then PE becomes a final representative and the process halts as shown in Fig. 55(d).


Figure 56: Iterative procedure for determining the representative PE

PEs that lose, bypass incoming data through simple switches embedded in the PEs. This means that the bypass delay is negligible. This tournament comparison result is updated and stored using the representative flag $\left(f_{r}\right)$. In order to specify the bus through which the suffix information can be received through, the suffix of the neighbor PEs are referred to. After each iteration, the number of candidates for a representative is reduced to less than half of each iteration. It is observed that the second phase is completed in time of order of at most $O\left(\log _{2} N\right)$. In general, several loops can exist, and each of those loops will have to specify a representative. Here, for simplicity sake, an example with only a single loop is given.
(iii). Third phase

The third phase is performed to determine the status of each PE and pass address information to the next stage based on the directive of the representative element. As can be seen in Fig. 56(a), $P E_{11}$ sets an initial state of $\operatorname{bar}(0)$. This state becomes the trigger for the link diagram to set the other status of the PEs as shown in fig. 56(b). Switch control bits (SCB) are sent to the switch elements in the switch body. These links were already established through buses at the start of the third phase. The inverting and non-inverting gates are configured based on the flag bit status $\left(f_{s}\right)$. Once the status of the PEs is set, the pair of input addresses are transferred to the next group of PEs in the next stage. The third phase completes the process in time of $O(1)$. It is clear that the critical time for the first stage is that of the phase for choosing the representative element i.e. second phase and it is given by $O\left(\log _{2} N\right)$.


Figure 57: Determination of link status of each PE (a).Representative PE initially setting its status to bar triggering the other PE status (b). The link status implementation using inverting and non-inverting gates

### 6.4.3 FPGA design and experimental results

The TSCN was implemented in FPGA in a similar manner as that of the Benes switch described in section 6.3. Fig. 57 shows the experimental results of the processing time for the first part of the processing with respect to the TSCN size of N.

Processing time in TSCN


Figure 58: Experimental processing time for the first part of the algorithm
Figure 57 above also shows the processing time for the conventional parallel algorithms estimated from reference [29] and the processing time obtained from the proposed method. Note that the $O(1)$ processing time for phases 1 and 3 are neglected. From the results, it can be seen clearly that the proposed algorithm has significantly reduced processing time than the conventional method. Experimentally estimated processing time for the first part of the algorithm is approximated as $O\left(\log _{2} N^{0.16}\right)$. This means that only a single clock cycle of 10 ns is required for switch sizes of upto $N=128$. The processing time in terms of clock cycles reduces by several times than conventional algorithms. Generally, the processing time of the proposed algorithm will be reduced to $\log _{2} N^{\alpha} / 2^{t-1}$ at the $t$-th iteration and $t$ range from 1 to $\log _{2} N$ and $\alpha<1$. $\alpha$ depends on the FPGA device used. Various types of FPGAs have different values. The total time complexity of the proposed algorithm becomes $O\left(\log _{2} N\right)$ upto a certain switch size $N$.

### 6.4.4 Summary

The proposed fast parallel algorithms for setting up TSCN has been implemented in FPGA. The performance of the algorithm was investigated using the prototype built in FPGA consisting of parallel PEs for a switch size ranging from $N=8$ to $N=64$. The results obtained demonstrate that the proposed design outperforms the conventional methods because the time complexity of the proposed algorithm is reduced to $O\left(\log _{2} N\right)$ from $O\left(\left(\log _{2} N\right)^{2}\right)$ up to a certain switch size $N$ due to the asynchronous operation that was introduced.

## Chapter 7

## Conclusion and Future works

In this dissertation, a new three stage Clos network with modified crossbar switches which has extra inlets and outlets is proposed and investigated.
In chapter 1,

- The need for switching in communication systems is briefly introduced.
- A background on the switching fabrics, their architecture and control algorithms is introduced.

In chapter 2, related works and literature review is given with a focus on

- Conventional Clos structure and its properties.
- Recent routing algorithms in Benes and Clos switches.
- And a summary of the contributions for the Benes and Clos routing proposed in this thesis.

In chapter 3, the proposed design and operation of the new three stage Clos architecture is discussed.

- Firstly, Conventional crossbar switches which has idle ports on the upper and right side are modified and used in the proposed architecture.
- The idle ports are modified and used as extra inlets and outlets, then these are applied to the TSCN to form a new architecture.
- The extra inlets and outlets provides extra routes within the switch thereby increasing the number of routes while maintaining the same cross point count.
- The modified XBS allow signals to flow through them in two directions, i.e., a signal can enter from left traveling to the right and turning bottom or a signal can enter from the right side traveling to the left and turning top.
- This allows a single XBS in the first stage to connect to each of the middle stage XBS using two links as opposed to a single link that exists in the conventional TSCN.
- The extra routes provided by idle ports brings about a reduction in the number of middle stage switches required to maintain both SNB and RNB properties of the TSCN.

In chapter 4, the performance of the new architecture was investigated through computer simulations.

- The connection status of the switch was simulated, i.e. connection or disconnection of a connection request using C programming.
- The XBSs inlets and outlets were represented as arrays.
- By varying the number of middle stage switches, connection routes were searched by prioritization of row/column pairing. If routes were found, a setup was initiated and a new disconnection was performed to test other connection patterns. If no routes were found, it was concluded that blocking happened and the search terminated.
- The number of middle stage switches were increased and the procedure repeated. It was revealed that a new lower bound on $m$ for the RNB property was obtained as $\left\lceil\frac{3 n}{4}\right\rceil$ which is smaller by $25 \%$ that of the conventional Clos.
- This reduction is brought about by the row/column sharing technique.
- It was further demonstrated that when $m=n$, the number of rearrangements is reduced to one at most regardless of the value of $n$ and $r$ compared to the $r-1$ rearrangements required in the worst case of the conventional TSCN.
- Further more, a special WSNB was developed from the conventional SNB TSCN. It was demonstrated that the bidirectional WSNB condition can be expressed as $m=\left\lceil\frac{3 n}{2}\right\rceil+1$ which is smaller than $m=2 n-1$ for conventional Clos by $25 \%$.
- The proposed switch is referred to as WSNB because of the row/column sharing that is being followed when setting up calls or connection requests in the switch. The validity of the preposition was also tested through simulations.
- The proposed architecture can be used to reduce the number of middle switches especially in those switches which have larger middle stage switches than their input and output switches. Though the viability of the bidirectional TSCN was shown through simulations, to realize these switches fully, a detailed experimental analysis is necessary. The actual experimental analysis is left for future study.

In Chapter 5, a new design principle of unfolded two stage switches using bidirectional switches was introduced.

- A new architecture composed of Input switch modules (ISM) connected to Output switch modules (OSM) is proposed. Half of the outputs to the switch are taken from the upper side of the OSMs and the other half on bottom part.
- The non-blocking properties were investigated by firstly determining the number of rearrangements and then proposing the number of OSMs required to obtain a strictly non-blocking switch.
- For the first time it has been proposed that UTSNs requires only a total of $m \geq$ $n+1$ number of middle stage switches to have a strictly non blocking.
- The switch complexity becomes minimum when $n=\sqrt{N / 2}$ and saturates at $N^{2} / 2$ as $N \rightarrow \infty$.

In Chapter 6, a new parallel routing algorithm was designed based on parallel and distributed PEs to set up permutations in Benes networks.

- The algorithm can handle both full and partial permutations in a unified manner with little overhead time and additional hardware costs.
- The proposed design has a reduced hardware complexity of $O\left(N\left(N \log _{2} N\right)^{2}\right)$ from that of a sequential algorithm of $O\left(N^{2}\right)$.The reduction is as a result of the distributed architectural design of the proposed method.
- The proposed pipe-lined architecture further reduces the time complexity from that of $O\left(\left(\log _{2} N\right)^{2}\right)$ to $O\left(\log _{2} N\right)$.
- To increase the processing speed,the iterative search for the representative element in the first part of the algorithm and the DTR in the second part were allowed to proceed asynchronously.This reduced the time complexity to $O\left(\log _{2} N^{\alpha}\right)$, where $\alpha<1$ and $\alpha$ is dependent on the type of FPGA used.
- Only a single clock cycle of 10 ns is required for processing up to a switch of size $N=128$ in the second phase of the first part.
- The result of this study revealed that the proposed design requires as few as five clocks for the first part only, compared to those of 17 clocks in a recent method.
- The parallel and distributed PE prototype was built in FPGA. Experimental results revealed that the proposed design occupied less FPGA resources about six times less than the conventional method.This method outperforms conventional methods by several times in terms of hardware resource usage and processing time complexities.
- A fast parallel algorithm to set up a three stage Clos network which has a switch size of a power of two was proposed and implemented in FPGA. A similar result obtained confirmed that the proposed method outperforms the conventional methods.

The implementation of the algorithm for larger switches of size $N \geq 128$ is needed for further verification, since in this study the increment was only estimated to increase by a single clock. Another unresolved issue is that switches with a switch size that is not of a power of two have no optimized parallel control algorithm. The proposed algorithm and design will expand the applicability of both the Benes and Clos networks. The fast parallel algorithm can be used to develop a re-configurable switching fabric with nanosecond speed processing.
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